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重力レンズの基礎ーレンズ方程式
弱場近似のメトリック(c=1)

ヌル測地線方程式
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これからレンズ方程式が導かれる
（導出は「もうひとつの一般相対論入門」須藤靖）
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重力レンズの基礎ー像の変形(magnification matrix)

d2

d�2
YA = ⌧ABY

B

d2

d�2
Zµ = �Rµ

↵⌫�Z
⌫k↵k�

光線に垂直な面に射影 Y A = eAµZ
µ

微小長離れた光線を結ぶベクトル      の測地線偏差方程式Zµ

さらに　　　　　　　　        として解くとY A(�) = MA
BY

B(�0)
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重力レンズの基礎ー像の変形 (magnification matrix)
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重力レンズの基礎ー像の変形 (magnification matrix)

弱場近似の最低次で
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これより、convergence, shearと重力場の関係が
以下のように得られる(magnification matrix)
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重力レンズの基礎ーeffective potential

線形近似の場合２次元potentialを導入すると見通しがよい

2次元potentialはconvergenceと２次元Poisson方程式を介して結び付く
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これを用いるとレンズ方程式は

magnification matrixはソースとイメージのmappingを表す
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重力レンズの基礎ーconvergence & shear

convergenceとshearは

� = (�11 + �22)/2
�1 = (�11 � �22)/2
�2 = �12

magnification matrixの座標回転は

これより
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重力レンズの基礎ーconvergence & shear

convergenceとshearのフーリエ変換は

�̂ =
l21 � l22 � 2il1l2

l21 + l22
�̂

これらの関係より、フーリエ空間では（l=0を除いて）

convergenceとshearは独立な場ではなく、
スカラー重力場の場合shearは自由度１の場

tan�l = �̂2/�̂1

̂(~l) = (l21 + l22) ˆ /2

�̂1(~l) = (l21 � l22) ˆ /2 = cos(2�l)̂(~l)

�̂2(~l) = l1l2 ˆ = sin(2�l)̂(~l)

�̂ = �̂1 + i�̂2
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重力レンズの基礎ーshearのE/B mode分解
波数ベクトル　　　   、の方向　　への座標回転
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}�
¿ 2w 「現代宇宙論」松原隆彦より

�̂E = ̂
座標に依存しないshearの表現
スカラー重力場では恒等的に                         

�̂B = 0

(�̂1, �̂2) tan�l = �̂2/�̂1
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重力レンズの基礎ーconvergence & shear power spectrum

ĥ(~l)̂(~l0)i = (2⇡)2�D
2(l̂ + l̂0)P(l)

h�̂1(~l)�̂1(~l0)i = cos

2
(2�l)P(l)

h�̂2(~l)�̂2(~l0)i = sin

2
(2�l)P(l)

P�1(l) + P�2(l) = P(l)

スカラー重力potentialの場合

P�E (l) + P�B (l) = P�1(l) + P�2(l)

P�E (l) = P(l)

P�B (l) = 0

→

E/B mode分解したshearに対しても同様に定義されて

＊詳しくは「現代宇宙論」参照
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重力レンズの基礎ーconvergence & shear ２点相間関数

２点相間関数はpower spectrumのフーリエ変換なので

⇠(✓12) = h(~✓1)(~✓2)i

⇠(✓12) = ⇠�E (✓12) =
1

2⇡

Z
dl lP(l)J0(l✓)

２つの天体を結ぶ線を１軸とした座標系でshearを定義した場合
✓
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◆
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=
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Z
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=
1

2⇡

Z
dl lP(l)J4(l✓)

＊詳しくは「現代宇宙論」参照
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shearの測定
Qij =

�
d�2�i�jW (�)f(�)

e1 =
Q11 �Q22

Q11 + Q22

e2 =
2Q12

Q11 + Q22

e1 > 0

e1 < 0 e2 < 0

e2 > 0

e =
1� (b/a)2

1 + (b/a)2

b

a
� 1� e

�
e =

�
e2
1 + e2

2

�

for a uniform ellipse

e = e1 + ie2
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shearの測定
レンズ効果を受ける前の輝度分布２次モーメントテンソルを
とすると観測された　  との関係はmagnification matrixによる作用から

Qs

Q

gについて線形近似をとると

g = �/(1� )

とある領域中で      には空間相間がないとして平均をとるとes

後者を具体的に書き下して整理すると、（ただし　　　　　　　   ）

＊詳しくは「現代宇宙論」「ワインバーグの宇宙論」参照

QS = MQMT = MQM また Q = M�1QsM�1

e =
es + 2g + g2es⇤

1 + |g|2 + 2Re(ges⇤)

e = es + 2g � 2esRe(ges⇤)

hei ' 2g � ghes2i→

�esここで    　 は1成分RMSで観測可能な　　で代用する�e

g ' � ' hei
2(1� �2

es)
�2
es = hes21 + es22 i/2

＊ここではPSFの影響は除外している
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shearの測定
photon統計noiseや不完全なPSF補正により、計測されたshearはバイア
スされている、一般に以下のようにモデル化する

�
obs

= (1 +m)�
true

+ c

•一般に、 (m, c) は数パーセントのオーダー
•(m, c)は、image simulationを用いて評価する。一般に銀河のfluxとsize

の関数として表現される。

✴HSC surveyの場合、現在image simulationを実施中。
(m, c)をfluxとsizeの関数としてfitしたものを公開する予定。
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shear2点相間関数の測定
shearのestimator     とその計測誤差から定義した重みwから

統計誤差は(詳しくは Schneider et al 2002, A&A, 396, 1)

�̃

⇠±(✓i-bin) =

P
wAwB(�̃t(✓A)�̃t(✓B)± �̃⇥(✓A)�̃⇥(✓B))P

wAwB

V ar
⇥
⇠±(✓i-bin)

⇤
=

(�2
�̃t

+ �2
�̃⇥

)2

Npair(✓i-bin)

Cosmic varianceは
(詳しくは Sato et al 2011, ApJ, 734, 76)

The Astrophysical Journal, 734:76 (12pp), 2011 June 20 Sato et al.

modes, better reproduces the simulation results at the large
separations, up to θ ≃ 100′. Thus, these results imply that
the two-point correlation function of a given separation angle is
affected by a wide range of Fourier modes due to the non-local
integration relation between the real- and Fourier-space modes.
In particular, even if focusing on the correlation functions at
large separations in the linear regime, we need to properly take
into account the effect of the density perturbations beyond the
survey area, which cannot be observed. It is also worth noting
that, if we impose the cutoff on multipole rather than the three-
dimensional wavenumber, e.g., including only the multipole
modes at l > lcut = 72 corresponding to the largest angular
mode of our simulated area 25 deg2, the theoretical prediction
underestimates too much the simulation result at large separation
angles.

The results in Figure 1 can be compared with the result
of our previous paper (Sato et al. 2009), where we compared
the simulation and HaloFit results for the convergence power
spectrum (see Figure 2 of the paper). The scale dependence
of the disagreement is qualitatively different between real and
Fourier space, reflecting the fact that the correlation function and
the power spectrum is related to each other via the convolution.
From various numerical tests we found that the shear correlation
function remains accurate down to θmin ≃ 0.5 arcmin.

Next we move on to the covariance matrix of shear correlation
function. The covariance matrix describes how the correlation
functions of different separation angles are correlated with each
other. Following the methods developed in Joachimi et al.
(2008) and Takada & Jain (2009), the covariance matrix for
the correlation function ξ+(θ ) is expressed as

Cov[ξ+(θ ), ξ+(θ ′)] = 1
πΩs

∫ ∞

0
ldlJ0(lθ )J0(lθ ′)Pκ (l)2

+
1

4π2Ωs

∫ ∞

0
ldl

∫ ∞

0
l′dl′J0(lθ )J0(l′θ ′)T̄κ (l, l′), (4)

where Ωs denotes the survey area and T̄κ denotes the angle-
averaged lensing trispectrum. Note that we ignored the shot
noise contribution due to random intrinsic ellipticities. The
derivation of Equation (4) assumes an ideal survey geometry;
in other words Equation (4) is approximately validated only
for the case, θ, θ ′ ≪

√
Ωs, and for large area surveys such

as Ωs ! 1000 deg2, as discussed in Appendix A in detail.
Therefore, it is expected that for a small survey area the
covariance matrix deviates from the above formula. We will
call it the finite-area effect, which is examined in Appendix A.
See Joachimi et al. (2008) for expressions of other covariance
matrices Cov[ξ−(θ ), ξ−(θ ′)] and Cov[ξ+(θ ), ξ−(θ ′)], which are
examined in Section 3.2.

The first term in Equation (4) describes the Gaussian contri-
bution, while the second term is the non-Gaussian contribution.
There is an important difference between the covariance of the
convergence power spectrum and that of the real-space correla-
tion function. Even for a pure Gaussian field, the first term in
Equation (4) is non-vanishing for the off-diagonal components
with θ ̸= θ ′. The correlation functions of different separations
are always correlated with each other. Also note that the covari-
ance does not depend on the bin width of angles. Thus, when
using the correlation function measurements for constraining
cosmological parameters, it is very important to have an ac-
curate model of the covariance matrix in order to properly in-
terpret the measurement. We will use Equation (4) to compare

Figure 2. Diagonal components of the convergence power spectrum covariance,
divided by the expected Gaussian covariance (e.g., see, Sato et al. 2009), as a
function of multipoles. The deviations from unity arise from the non-Gaussian
errors. Note that the source redshift is zs = 1.0. The cross symbols are the
simulation results from 1000 realizations, while the square symbols are the
results obtained from the Gaussian simulations we generated from the 1000
simulations (see Section 2.2). The Gaussian simulation results are consistent
with unity over a range of multipoles.
(A color version of this figure is available in the online journal.)

the analytical prediction with the covariance measured from the
simulations.

2.2. Constructing a Gaussian Field from the Simulations

The main goal of this paper is to quantify the relative
importance of the non-Gaussian covariance to the Gaussian
covariance as a function of angular scales and source redshifts.
To address this, we first construct a Gaussian field using the
ray-tracing simulations in order to separate out the Gaussian
covariance contribution. We will hereafter call the constructed
maps “the simulated Gaussian fields.” The reason why we use
the simulated Gaussian fields instead of using the analytical
prediction (the first term of Equation (4)) is as follows. First, the
ray-tracing simulations do not include large-scale modes beyond
the simulation box size. Second, as we will show below in detail,
the covariance measured from the Gaussian simulations shows
a nontrivial dependence on the survey area that cannot be fully
described by the first term of Equation (4).

We generated the Gaussian simulations according to the
procedures below. First, we Fourier-transformed each conver-
gence field of 1000 ray-tracing simulations. Second, we make a
Gaussian field by randomly selecting each Fourier mode from
the Fourier coefficients of 1000 realizations, and then perform
the inverse Fourier transform to obtain the real-space shear field
imposing that the chosen Fourier modes satisfy the real number
condition. Repeating this procedure, we made 1000 realizations
of the Gaussian field. The simulated Gaussian fields generated
in this way have the same power spectrum on average as that
of the original simulations and contain Fourier modes over the
same range of angular scales as in the original simulations.

A justification of the Gaussian fields is given in Figure 2,
which shows the diagonal terms of power spectrum covariance
matrix, measured from the original and Gaussian-simulated
maps, as a function of multipoles. The simulation results are
plotted relative to the expectation for a Gaussian field, where
the Gaussian covariance is equal to the squared power spectrum

3

A=25sq deg
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shear power spectrumの測定
Pseudo-power-spectrum method (Hikage et al, 2011, MNRAS, 412, 65)
理想的には

66 C. Hikage et al.

is simpler and there are weaker correlations between band powers
at different multipoles. On large angular scales, where the statistic
is nearly Gaussian, the power spectrum is statistically independent
among different scales. Even for small angular scales affected by
non-linear structure formation, the power spectrum covariances are
relatively well understood through both analytical models and sim-
ulations of non-linear structure formation (Cooray & Hu 2001; Hu
& White 2001; Sato et al. 2009; Takada & Jain 2009; Pielorz et al.
2010). The disadvantage is the presence of finite sky coverage and
masked regions, which break the orthogonality of Fourier/harmonic
components. One needs to properly deal with the survey geometry
effect to estimate the unbiased power spectrum.

The purpose of this paper is to eliminate this disadvantage.
We employ the pseudo-power-spectrum technique, which is well
developed in the cosmic microwave background (CMB) studies
(e.g. Wandelt Hivon & Gorski 2001).4 For the first time, we apply
the method to recover the lensing power spectrum from the shear
field taking into account incomplete survey geometry. To assess
the performance of this method, we make simulated shear maps
including a realistic configuration of masked regions due to bright
stars and saturated spikes. Furthermore, we develop the method for
both the full-sky and the flat-sky approaches. The full-sky approach
is adequate for reconstructing large angular-scale modes that are
relevant for the curvature of the sky. On the other hand, the flat-
sky approach should serve as a practically useful approximation
of sub-degree-scale modes, which carry most of the useful cosmo-
logical information in the shear power spectrum. We find that the
pseudo-power-spectrum method allows for an unbiased estimate
of the underlying E-mode power spectrum over a range of angu-
lar scales we study. We also show that the residual B-mode power
spectrum, which is leaked from E-mode power due to an imperfect
reconstruction, can be well suppressed. Our method can be applied
to the existing data and forthcoming weak lensing surveys.

The paper is organized as follows. Section 2 describes the pseudo-
spectrum method to deconvolve shear power spectra with an inho-
mogeneous survey mask. Section 3 describes the simulation maps
we use to test the deconvolution method. We employ two different
simulation maps: one is Gaussian shear maps and the other is the
ray-tracing simulations of shear maps including the non-Gaussian
effects due to non-linear structure formation. Section 4 shows the
results of both the full-sky and flat-sky approaches. Section 5 is
devoted to the summary and conclusions.

2 M E T H O D O L O G Y: R E C O N S T RU C T I O N O F
THE SHEAR POWER SPECTRUM

In this section, we briefly review a method for reconstructing shear
power spectra from the pseudo-spectrum estimators. We take into
account an imperfect survey geometry due to survey boundary and
masking effect. The method is analogous to the one used in esti-
mating CMB polarization power spectra (Kogut et al. 2003; Brown
Castro & Taylor 2005).

2.1 Full-sky formalism

Since the shear field is a spin-2 field, the E- and B-mode harmonic
coefficients of the shear fields γ i (i = 1, 2) can be expressed in the

4 See Seljak (1998) and Hu & White (2001) for the maximum likelihood
method of shear power spectrum estimation.

spherical harmonic expansion as

Elm ± iBlm =
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lm(n̂), (1)

and the inverse relation is

γ1(n̂) ± iγ2(n̂) =
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[Elm ± iBlm] ±2Ylm(n̂), (2)

where ±2 Ylm is the spin-2 spherical harmonics and n̂ denotes the unit
vector specifying the angular direction on the sky. The integration
range is over the full sky.

In the linear regime, the statistical information in the map is fully
encoded in the power spectra:
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In the single lens limit, the shear field arising from a scalar grav-
itational field should be a gradient or curl-free field (Blm = 0).
The multiple lensing effect generates a B-mode power spectrum,
but its power is ∼104 times smaller than the E-mode power. Thus,
the E-mode power spectrum effectively contains all information on
the cosmic shear, i.e. the E-mode power spectrum is equivalent to
that of the projected mass density along the line of sight between
source galaxies and an observer. Hence, the B mode can be used
as a monitor of residual systematic effects. The standard methods
to separate E/B-mode correlation functions involve integrals of the
measured correlation functions down to an arbitrary small scale or
up to a very large scale. As the scale range accessible from finite sky
data is limited, residual uncertainties are generated [Schneider et al.
1998; Crittenden et al. 2002; also see Schneider Eifler & Krause
(2010) for a new method using the limited-range integration of the
correlation function to separate the E mode].

Observational effects, such as finite sky coverage and bright star
masks, limit the survey area to a region K(n̂). The observed shear
field is modified as

γ̃1(n̂) ± iγ̃2(n̂) = K(n̂)[γ1(n̂) ± iγ2(n̂)]. (6)

Without weighting, K(n̂) = 0 if the position vector n̂ lies in masked
regions or regions outside the survey, otherwise K(n̂) = 1 within
the survey. This finite sky coverage couples modes and generate
artificial B modes. We can describe the observed shear fields in terms
of ‘pseudo-E and -B modes’, denoted as Ẽlm and B̃lm, respectively:

Ẽlm ± iB̃lm =
∮

d"n̂ [K(n̂)(γ1(n̂) ± iγ2(n̂))] ±2Y
∗
lm(n̂). (7)

These pseudo-E and -B modes are related to the true E and B modes
as

Ẽlm ± iB̃lm =
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is simpler and there are weaker correlations between band powers
at different multipoles. On large angular scales, where the statistic
is nearly Gaussian, the power spectrum is statistically independent
among different scales. Even for small angular scales affected by
non-linear structure formation, the power spectrum covariances are
relatively well understood through both analytical models and sim-
ulations of non-linear structure formation (Cooray & Hu 2001; Hu
& White 2001; Sato et al. 2009; Takada & Jain 2009; Pielorz et al.
2010). The disadvantage is the presence of finite sky coverage and
masked regions, which break the orthogonality of Fourier/harmonic
components. One needs to properly deal with the survey geometry
effect to estimate the unbiased power spectrum.

The purpose of this paper is to eliminate this disadvantage.
We employ the pseudo-power-spectrum technique, which is well
developed in the cosmic microwave background (CMB) studies
(e.g. Wandelt Hivon & Gorski 2001).4 For the first time, we apply
the method to recover the lensing power spectrum from the shear
field taking into account incomplete survey geometry. To assess
the performance of this method, we make simulated shear maps
including a realistic configuration of masked regions due to bright
stars and saturated spikes. Furthermore, we develop the method for
both the full-sky and the flat-sky approaches. The full-sky approach
is adequate for reconstructing large angular-scale modes that are
relevant for the curvature of the sky. On the other hand, the flat-
sky approach should serve as a practically useful approximation
of sub-degree-scale modes, which carry most of the useful cosmo-
logical information in the shear power spectrum. We find that the
pseudo-power-spectrum method allows for an unbiased estimate
of the underlying E-mode power spectrum over a range of angu-
lar scales we study. We also show that the residual B-mode power
spectrum, which is leaked from E-mode power due to an imperfect
reconstruction, can be well suppressed. Our method can be applied
to the existing data and forthcoming weak lensing surveys.

The paper is organized as follows. Section 2 describes the pseudo-
spectrum method to deconvolve shear power spectra with an inho-
mogeneous survey mask. Section 3 describes the simulation maps
we use to test the deconvolution method. We employ two different
simulation maps: one is Gaussian shear maps and the other is the
ray-tracing simulations of shear maps including the non-Gaussian
effects due to non-linear structure formation. Section 4 shows the
results of both the full-sky and flat-sky approaches. Section 5 is
devoted to the summary and conclusions.

2 M E T H O D O L O G Y: R E C O N S T RU C T I O N O F
THE SHEA R POWER SP ECT RUM

In this section, we briefly review a method for reconstructing shear
power spectra from the pseudo-spectrum estimators. We take into
account an imperfect survey geometry due to survey boundary and
masking effect. The method is analogous to the one used in esti-
mating CMB polarization power spectra (Kogut et al. 2003; Brown
Castro & Taylor 2005).

2.1 Full-sky formalism

Since the shear field is a spin-2 field, the E- and B-mode harmonic
coefficients of the shear fields γ i (i = 1, 2) can be expressed in the

4 See Seljak (1998) and Hu & White (2001) for the maximum likelihood
method of shear power spectrum estimation.

spherical harmonic expansion as

Elm ± iBlm =
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d"n̂ [γ1(n̂) ± iγ2(n̂)] ±2Y
∗
lm(n̂), (1)

and the inverse relation is

γ1(n̂) ± iγ2(n̂) =
∑

lm

[Elm ± iBlm] ±2Ylm(n̂), (2)

where ±2 Ylm is the spin-2 spherical harmonics and n̂ denotes the unit
vector specifying the angular direction on the sky. The integration
range is over the full sky.

In the linear regime, the statistical information in the map is fully
encoded in the power spectra:
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In the single lens limit, the shear field arising from a scalar grav-
itational field should be a gradient or curl-free field (Blm = 0).
The multiple lensing effect generates a B-mode power spectrum,
but its power is ∼104 times smaller than the E-mode power. Thus,
the E-mode power spectrum effectively contains all information on
the cosmic shear, i.e. the E-mode power spectrum is equivalent to
that of the projected mass density along the line of sight between
source galaxies and an observer. Hence, the B mode can be used
as a monitor of residual systematic effects. The standard methods
to separate E/B-mode correlation functions involve integrals of the
measured correlation functions down to an arbitrary small scale or
up to a very large scale. As the scale range accessible from finite sky
data is limited, residual uncertainties are generated [Schneider et al.
1998; Crittenden et al. 2002; also see Schneider Eifler & Krause
(2010) for a new method using the limited-range integration of the
correlation function to separate the E mode].

Observational effects, such as finite sky coverage and bright star
masks, limit the survey area to a region K(n̂). The observed shear
field is modified as

γ̃1(n̂) ± iγ̃2(n̂) = K(n̂)[γ1(n̂) ± iγ2(n̂)]. (6)

Without weighting, K(n̂) = 0 if the position vector n̂ lies in masked
regions or regions outside the survey, otherwise K(n̂) = 1 within
the survey. This finite sky coverage couples modes and generate
artificial B modes. We can describe the observed shear fields in terms
of ‘pseudo-E and -B modes’, denoted as Ẽlm and B̃lm, respectively:

Ẽlm ± iB̃lm =
∮

d"n̂ [K(n̂)(γ1(n̂) ± iγ2(n̂))] ±2Y
∗
lm(n̂). (7)

These pseudo-E and -B modes are related to the true E and B modes
as

Ẽlm ± iB̃lm =
∑

l′m′

(El′m′ ± iBl′m′ )±2Wll′mm′ , (8)
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is simpler and there are weaker correlations between band powers
at different multipoles. On large angular scales, where the statistic
is nearly Gaussian, the power spectrum is statistically independent
among different scales. Even for small angular scales affected by
non-linear structure formation, the power spectrum covariances are
relatively well understood through both analytical models and sim-
ulations of non-linear structure formation (Cooray & Hu 2001; Hu
& White 2001; Sato et al. 2009; Takada & Jain 2009; Pielorz et al.
2010). The disadvantage is the presence of finite sky coverage and
masked regions, which break the orthogonality of Fourier/harmonic
components. One needs to properly deal with the survey geometry
effect to estimate the unbiased power spectrum.

The purpose of this paper is to eliminate this disadvantage.
We employ the pseudo-power-spectrum technique, which is well
developed in the cosmic microwave background (CMB) studies
(e.g. Wandelt Hivon & Gorski 2001).4 For the first time, we apply
the method to recover the lensing power spectrum from the shear
field taking into account incomplete survey geometry. To assess
the performance of this method, we make simulated shear maps
including a realistic configuration of masked regions due to bright
stars and saturated spikes. Furthermore, we develop the method for
both the full-sky and the flat-sky approaches. The full-sky approach
is adequate for reconstructing large angular-scale modes that are
relevant for the curvature of the sky. On the other hand, the flat-
sky approach should serve as a practically useful approximation
of sub-degree-scale modes, which carry most of the useful cosmo-
logical information in the shear power spectrum. We find that the
pseudo-power-spectrum method allows for an unbiased estimate
of the underlying E-mode power spectrum over a range of angu-
lar scales we study. We also show that the residual B-mode power
spectrum, which is leaked from E-mode power due to an imperfect
reconstruction, can be well suppressed. Our method can be applied
to the existing data and forthcoming weak lensing surveys.

The paper is organized as follows. Section 2 describes the pseudo-
spectrum method to deconvolve shear power spectra with an inho-
mogeneous survey mask. Section 3 describes the simulation maps
we use to test the deconvolution method. We employ two different
simulation maps: one is Gaussian shear maps and the other is the
ray-tracing simulations of shear maps including the non-Gaussian
effects due to non-linear structure formation. Section 4 shows the
results of both the full-sky and flat-sky approaches. Section 5 is
devoted to the summary and conclusions.

2 M E T H O D O L O G Y: R E C O N S T RU C T I O N O F
THE SHEAR POWE R SP E C T RU M

In this section, we briefly review a method for reconstructing shear
power spectra from the pseudo-spectrum estimators. We take into
account an imperfect survey geometry due to survey boundary and
masking effect. The method is analogous to the one used in esti-
mating CMB polarization power spectra (Kogut et al. 2003; Brown
Castro & Taylor 2005).

2.1 Full-sky formalism

Since the shear field is a spin-2 field, the E- and B-mode harmonic
coefficients of the shear fields γ i (i = 1, 2) can be expressed in the

4 See Seljak (1998) and Hu & White (2001) for the maximum likelihood
method of shear power spectrum estimation.

spherical harmonic expansion as

Elm ± iBlm =
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d"n̂ [γ1(n̂) ± iγ2(n̂)] ±2Y
∗
lm(n̂), (1)

and the inverse relation is

γ1(n̂) ± iγ2(n̂) =
∑

lm

[Elm ± iBlm] ±2Ylm(n̂), (2)

where ±2 Ylm is the spin-2 spherical harmonics and n̂ denotes the unit
vector specifying the angular direction on the sky. The integration
range is over the full sky.

In the linear regime, the statistical information in the map is fully
encoded in the power spectra:
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In the single lens limit, the shear field arising from a scalar grav-
itational field should be a gradient or curl-free field (Blm = 0).
The multiple lensing effect generates a B-mode power spectrum,
but its power is ∼104 times smaller than the E-mode power. Thus,
the E-mode power spectrum effectively contains all information on
the cosmic shear, i.e. the E-mode power spectrum is equivalent to
that of the projected mass density along the line of sight between
source galaxies and an observer. Hence, the B mode can be used
as a monitor of residual systematic effects. The standard methods
to separate E/B-mode correlation functions involve integrals of the
measured correlation functions down to an arbitrary small scale or
up to a very large scale. As the scale range accessible from finite sky
data is limited, residual uncertainties are generated [Schneider et al.
1998; Crittenden et al. 2002; also see Schneider Eifler & Krause
(2010) for a new method using the limited-range integration of the
correlation function to separate the E mode].

Observational effects, such as finite sky coverage and bright star
masks, limit the survey area to a region K(n̂). The observed shear
field is modified as

γ̃1(n̂) ± iγ̃2(n̂) = K(n̂)[γ1(n̂) ± iγ2(n̂)]. (6)

Without weighting, K(n̂) = 0 if the position vector n̂ lies in masked
regions or regions outside the survey, otherwise K(n̂) = 1 within
the survey. This finite sky coverage couples modes and generate
artificial B modes. We can describe the observed shear fields in terms
of ‘pseudo-E and -B modes’, denoted as Ẽlm and B̃lm, respectively:

Ẽlm ± iB̃lm =
∮

d"n̂ [K(n̂)(γ1(n̂) ± iγ2(n̂))] ±2Y
∗
lm(n̂). (7)

These pseudo-E and -B modes are related to the true E and B modes
as

Ẽlm ± iB̃lm =
∑

l′m′

(El′m′ ± iBl′m′ )±2Wll′mm′ , (8)
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is simpler and there are weaker correlations between band powers
at different multipoles. On large angular scales, where the statistic
is nearly Gaussian, the power spectrum is statistically independent
among different scales. Even for small angular scales affected by
non-linear structure formation, the power spectrum covariances are
relatively well understood through both analytical models and sim-
ulations of non-linear structure formation (Cooray & Hu 2001; Hu
& White 2001; Sato et al. 2009; Takada & Jain 2009; Pielorz et al.
2010). The disadvantage is the presence of finite sky coverage and
masked regions, which break the orthogonality of Fourier/harmonic
components. One needs to properly deal with the survey geometry
effect to estimate the unbiased power spectrum.

The purpose of this paper is to eliminate this disadvantage.
We employ the pseudo-power-spectrum technique, which is well
developed in the cosmic microwave background (CMB) studies
(e.g. Wandelt Hivon & Gorski 2001).4 For the first time, we apply
the method to recover the lensing power spectrum from the shear
field taking into account incomplete survey geometry. To assess
the performance of this method, we make simulated shear maps
including a realistic configuration of masked regions due to bright
stars and saturated spikes. Furthermore, we develop the method for
both the full-sky and the flat-sky approaches. The full-sky approach
is adequate for reconstructing large angular-scale modes that are
relevant for the curvature of the sky. On the other hand, the flat-
sky approach should serve as a practically useful approximation
of sub-degree-scale modes, which carry most of the useful cosmo-
logical information in the shear power spectrum. We find that the
pseudo-power-spectrum method allows for an unbiased estimate
of the underlying E-mode power spectrum over a range of angu-
lar scales we study. We also show that the residual B-mode power
spectrum, which is leaked from E-mode power due to an imperfect
reconstruction, can be well suppressed. Our method can be applied
to the existing data and forthcoming weak lensing surveys.

The paper is organized as follows. Section 2 describes the pseudo-
spectrum method to deconvolve shear power spectra with an inho-
mogeneous survey mask. Section 3 describes the simulation maps
we use to test the deconvolution method. We employ two different
simulation maps: one is Gaussian shear maps and the other is the
ray-tracing simulations of shear maps including the non-Gaussian
effects due to non-linear structure formation. Section 4 shows the
results of both the full-sky and flat-sky approaches. Section 5 is
devoted to the summary and conclusions.

2 M E T H O D O L O G Y: R E C O N S T RU C T I O N O F
THE SHEAR POWER SPEC TRUM

In this section, we briefly review a method for reconstructing shear
power spectra from the pseudo-spectrum estimators. We take into
account an imperfect survey geometry due to survey boundary and
masking effect. The method is analogous to the one used in esti-
mating CMB polarization power spectra (Kogut et al. 2003; Brown
Castro & Taylor 2005).

2.1 Full-sky formalism

Since the shear field is a spin-2 field, the E- and B-mode harmonic
coefficients of the shear fields γ i (i = 1, 2) can be expressed in the

4 See Seljak (1998) and Hu & White (2001) for the maximum likelihood
method of shear power spectrum estimation.

spherical harmonic expansion as

Elm ± iBlm =
∮

d"n̂ [γ1(n̂) ± iγ2(n̂)] ±2Y
∗
lm(n̂), (1)

and the inverse relation is

γ1(n̂) ± iγ2(n̂) =
∑

lm

[Elm ± iBlm] ±2Ylm(n̂), (2)

where ±2 Ylm is the spin-2 spherical harmonics and n̂ denotes the unit
vector specifying the angular direction on the sky. The integration
range is over the full sky.

In the linear regime, the statistical information in the map is fully
encoded in the power spectra:
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In the single lens limit, the shear field arising from a scalar grav-
itational field should be a gradient or curl-free field (Blm = 0).
The multiple lensing effect generates a B-mode power spectrum,
but its power is ∼104 times smaller than the E-mode power. Thus,
the E-mode power spectrum effectively contains all information on
the cosmic shear, i.e. the E-mode power spectrum is equivalent to
that of the projected mass density along the line of sight between
source galaxies and an observer. Hence, the B mode can be used
as a monitor of residual systematic effects. The standard methods
to separate E/B-mode correlation functions involve integrals of the
measured correlation functions down to an arbitrary small scale or
up to a very large scale. As the scale range accessible from finite sky
data is limited, residual uncertainties are generated [Schneider et al.
1998; Crittenden et al. 2002; also see Schneider Eifler & Krause
(2010) for a new method using the limited-range integration of the
correlation function to separate the E mode].

Observational effects, such as finite sky coverage and bright star
masks, limit the survey area to a region K(n̂). The observed shear
field is modified as

γ̃1(n̂) ± iγ̃2(n̂) = K(n̂)[γ1(n̂) ± iγ2(n̂)]. (6)

Without weighting, K(n̂) = 0 if the position vector n̂ lies in masked
regions or regions outside the survey, otherwise K(n̂) = 1 within
the survey. This finite sky coverage couples modes and generate
artificial B modes. We can describe the observed shear fields in terms
of ‘pseudo-E and -B modes’, denoted as Ẽlm and B̃lm, respectively:

Ẽlm ± iB̃lm =
∮

d"n̂ [K(n̂)(γ1(n̂) ± iγ2(n̂))] ±2Y
∗
lm(n̂). (7)

These pseudo-E and -B modes are related to the true E and B modes
as

Ẽlm ± iB̃lm =
∑

l′m′

(El′m′ ± iBl′m′ )±2Wll′mm′ , (8)
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is simpler and there are weaker correlations between band powers
at different multipoles. On large angular scales, where the statistic
is nearly Gaussian, the power spectrum is statistically independent
among different scales. Even for small angular scales affected by
non-linear structure formation, the power spectrum covariances are
relatively well understood through both analytical models and sim-
ulations of non-linear structure formation (Cooray & Hu 2001; Hu
& White 2001; Sato et al. 2009; Takada & Jain 2009; Pielorz et al.
2010). The disadvantage is the presence of finite sky coverage and
masked regions, which break the orthogonality of Fourier/harmonic
components. One needs to properly deal with the survey geometry
effect to estimate the unbiased power spectrum.

The purpose of this paper is to eliminate this disadvantage.
We employ the pseudo-power-spectrum technique, which is well
developed in the cosmic microwave background (CMB) studies
(e.g. Wandelt Hivon & Gorski 2001).4 For the first time, we apply
the method to recover the lensing power spectrum from the shear
field taking into account incomplete survey geometry. To assess
the performance of this method, we make simulated shear maps
including a realistic configuration of masked regions due to bright
stars and saturated spikes. Furthermore, we develop the method for
both the full-sky and the flat-sky approaches. The full-sky approach
is adequate for reconstructing large angular-scale modes that are
relevant for the curvature of the sky. On the other hand, the flat-
sky approach should serve as a practically useful approximation
of sub-degree-scale modes, which carry most of the useful cosmo-
logical information in the shear power spectrum. We find that the
pseudo-power-spectrum method allows for an unbiased estimate
of the underlying E-mode power spectrum over a range of angu-
lar scales we study. We also show that the residual B-mode power
spectrum, which is leaked from E-mode power due to an imperfect
reconstruction, can be well suppressed. Our method can be applied
to the existing data and forthcoming weak lensing surveys.

The paper is organized as follows. Section 2 describes the pseudo-
spectrum method to deconvolve shear power spectra with an inho-
mogeneous survey mask. Section 3 describes the simulation maps
we use to test the deconvolution method. We employ two different
simulation maps: one is Gaussian shear maps and the other is the
ray-tracing simulations of shear maps including the non-Gaussian
effects due to non-linear structure formation. Section 4 shows the
results of both the full-sky and flat-sky approaches. Section 5 is
devoted to the summary and conclusions.

2 M E T H O D O L O G Y: R E C O N S T RU C T I O N O F
T H E SHEAR POWER SPECTRUM

In this section, we briefly review a method for reconstructing shear
power spectra from the pseudo-spectrum estimators. We take into
account an imperfect survey geometry due to survey boundary and
masking effect. The method is analogous to the one used in esti-
mating CMB polarization power spectra (Kogut et al. 2003; Brown
Castro & Taylor 2005).

2.1 Full-sky formalism

Since the shear field is a spin-2 field, the E- and B-mode harmonic
coefficients of the shear fields γ i (i = 1, 2) can be expressed in the

4 See Seljak (1998) and Hu & White (2001) for the maximum likelihood
method of shear power spectrum estimation.

spherical harmonic expansion as

Elm ± iBlm =
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d"n̂ [γ1(n̂) ± iγ2(n̂)] ±2Y
∗
lm(n̂), (1)

and the inverse relation is

γ1(n̂) ± iγ2(n̂) =
∑

lm

[Elm ± iBlm] ±2Ylm(n̂), (2)

where ±2 Ylm is the spin-2 spherical harmonics and n̂ denotes the unit
vector specifying the angular direction on the sky. The integration
range is over the full sky.

In the linear regime, the statistical information in the map is fully
encoded in the power spectra:
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In the single lens limit, the shear field arising from a scalar grav-
itational field should be a gradient or curl-free field (Blm = 0).
The multiple lensing effect generates a B-mode power spectrum,
but its power is ∼104 times smaller than the E-mode power. Thus,
the E-mode power spectrum effectively contains all information on
the cosmic shear, i.e. the E-mode power spectrum is equivalent to
that of the projected mass density along the line of sight between
source galaxies and an observer. Hence, the B mode can be used
as a monitor of residual systematic effects. The standard methods
to separate E/B-mode correlation functions involve integrals of the
measured correlation functions down to an arbitrary small scale or
up to a very large scale. As the scale range accessible from finite sky
data is limited, residual uncertainties are generated [Schneider et al.
1998; Crittenden et al. 2002; also see Schneider Eifler & Krause
(2010) for a new method using the limited-range integration of the
correlation function to separate the E mode].

Observational effects, such as finite sky coverage and bright star
masks, limit the survey area to a region K(n̂). The observed shear
field is modified as

γ̃1(n̂) ± iγ̃2(n̂) = K(n̂)[γ1(n̂) ± iγ2(n̂)]. (6)

Without weighting, K(n̂) = 0 if the position vector n̂ lies in masked
regions or regions outside the survey, otherwise K(n̂) = 1 within
the survey. This finite sky coverage couples modes and generate
artificial B modes. We can describe the observed shear fields in terms
of ‘pseudo-E and -B modes’, denoted as Ẽlm and B̃lm, respectively:

Ẽlm ± iB̃lm =
∮

d"n̂ [K(n̂)(γ1(n̂) ± iγ2(n̂))] ±2Y
∗
lm(n̂). (7)

These pseudo-E and -B modes are related to the true E and B modes
as

Ẽlm ± iB̃lm =
∑

l′m′

(El′m′ ± iBl′m′ )±2Wll′mm′ , (8)
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through a convolution kernel

±2Wll′mm′ ≡
∮

d!n̂±2Yl′m′ (n̂)K(n̂)±2Y
∗
lm(n̂)

=
∑

l′′m′′

Kl′′m′′ (−1)m
√

(2l + 1)(2l′ + 1)(2l′′ + 1)
4π

×
(

l l′ l′′

±2 ∓2 0

) (
l l′ l′′

m m′ m′′

)
, (9)

where
(

l1 l2 l3
m1 m2 m3

)
are known as the Wigner 3j symbols (see

the references in Dahlen & Tromp 1998) and Klm is the harmonic
transform of the mask function K(n̂):

Klm =
∮

d!n̂K(n̂)Y ∗
lm(n̂). (10)

The pseudo-power spectra C̃EE
l , C̃BB

l and C̃EB
l are defined sim-

ilarly to equations (3)–(5) using pseudo-E and -B modes (equa-
tion 8). After straightforward algebraic calculation, one can find
that the pseudo-spectra and true spectra are related to each other via

C̃ l =
∑

l′

M ll′F
2
l′ C l′ + Ñ l , (11)

where we have introduced the vector notations C̃ l ≡
(C̃EE

l , C̃BB
l , C̃EB

l ) and so on for notational simplicity and Fl is the
pixel window function. In the above equation, we include the shot
noise contribution arising from the intrinsic ellipticities of source
galaxies. The intrinsic noise is simply modelled as the convolved
noise power spectrum Ñ l with the pixel window and the mask.
Non-zero components of the mode–mode coupling matrix M ll′ are
given as

MEE,EE
ll′ = MBB,BB

ll′

= 2l′ + 1
8π

∑

l′′

(2l′′ + 1)Kl′′ [1 + (−1)l+l′+l′′ ]

×
(

l l′ l′′

2 −2 0

)2

, (12)

MEE,BB
ll′ = MBB,EE

ll′

= 2l′ + 1
8π

∑

l′′

(2l′′ + 1)Kl′′ [1 − (−1)l+l′+l′′ ]

×
(

l l′ l′′

2 −2 0

)2

, (13)

MEB,EB
ll′ = 2l′ + 1

4π

∑

l′′

(2l′′ + 1)Kl′′

(
l l′ l′′

2 −2 0

)2

, (14)

with Kl being defined as

Kl ≡ 1
2l + 1

∑

m

KlmK∗
lm. (15)

Note that MEE,EB
ll′ = 0 = MBB,EB

ll′ . Equation (11) tells that an
imperfect survey geometry causes mode-mixing or equivalently a
leakage of E-mode power into the B mode even if CBB

l = 0.
The underlying power spectra can be reconstructed by solving

equation (11) inversely. The resolution in multipole space is limited
by the survey area, i.e. the finer binning less than lf ≡

√
π/fsky

does not improve the statistical significance of the power spectrum

reconstruction. Since the lensing power spectrum does not have
fine scale structures in multipole space, such a coarse binning is
sufficient to capture the shape of the shear power spectrum. Also,
the coarse binning significantly reduces the computational cost of
measuring the power spectrum in a wide range of multipoles. We
therefore measure the binned power spectra defined as

Cb ≡
l∈b∑

l

Pbl C l , (16)

where the index ‘b’ denotes the bth multipole bin and
∑l∈b

l repre-
sents the summation over l between l(b)

min and l(b+1)
min − 1. Here we use

a binned operator Pbl so that the binned power becomes the average
of dimensionless power over l between l(b)

min and l(b+1)
min − 1:

Pbl ≡ l(l + 1)
2π

1

l
(b+1)
min − l

(b)
min

. (17)

The deconvolved binned spectrum is obtained as

Cb = (M−1)bb′

l∈b′∑

l

Pb′ l(C̃ l − ⟨Ñ l⟩MC). (18)

The mode mixing matrix for the binned spectra is

Mbb′ =
l∈b∑

l

Pbl

l′∈b′∑

l′

M ll′F
2
l′ Ql′b′ , (19)

where Qlb is the reciprocal of Pbl:

Qlb ≡ 2π

l(l + 1)
. (20)

Equation (18) is the key equation for reconstructing the shear
power spectra from masked shear maps in the full-sky approach in
Section 4.

2.2 Flat-sky approximation

In this subsection, we present a formalism of a pseudo-spectrum
method in the flat-sky approximation. The flat-sky approximation
is applicable to the current lensing survey, such as the CFHT survey
covering a sky of about 200 deg2 in its four survey regions (e.g. Fu
et al. 2008).

In the flat-sky approximation, E and B modes are defined as

Eflat
k ± iBflat

k =
∫

d!n [γ1(n) ± iγ2(n)] e−i(k·n±2ϕk ) (21)

and inversely related as

γ1(n) ± iγ2(n) =
∫

d2k
(2π)2

[
Eflat

k ± iBflat
k

]
ei(k·n±2ϕk ), (22)

where the vector n is a flat-space two-dimensional vector that ap-
proximates the three-dimensional vector n̂ in equation (1) around
some reference point; for example, if the coordinate origin in flat
space is taken as the North Pole, the position vector of an arbitrary
point in the vicinity of the North Pole is specified by the two-
dimensional vector n = θ (cos ϕ, sin ϕ) = (θ x, θ y). The vector k is
the corresponding wavenumber in the flat-space coordinate and ϕk

is defined as k = k(cos ϕk, sin ϕk).
Like in the full-sky formalism, we again define pseudo-E and -B

modes in a flat-sky limit as

Ẽflat
k ± iB̃flat

k =
∫

d!n [W (n)(γ1(n) ± iγ2(n))] ei(k·n±2ϕk ), (23)

where W represents an arbitrary mask field. We take into account
the mask effect in two steps: a square boundary covering observed
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through a convolution kernel
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∮
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∗
lm(n̂)

=
∑

l′′m′′

Kl′′m′′ (−1)m
√
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4π

×
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l l′ l′′
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l l′ l′′

m m′ m′′

)
, (9)

where
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m1 m2 m3

)
are known as the Wigner 3j symbols (see

the references in Dahlen & Tromp 1998) and Klm is the harmonic
transform of the mask function K(n̂):

Klm =
∮

d!n̂K(n̂)Y ∗
lm(n̂). (10)

The pseudo-power spectra C̃EE
l , C̃BB

l and C̃EB
l are defined sim-

ilarly to equations (3)–(5) using pseudo-E and -B modes (equa-
tion 8). After straightforward algebraic calculation, one can find
that the pseudo-spectra and true spectra are related to each other via

C̃ l =
∑

l′

M ll′F
2
l′ C l′ + Ñ l , (11)

where we have introduced the vector notations C̃ l ≡
(C̃EE

l , C̃BB
l , C̃EB

l ) and so on for notational simplicity and Fl is the
pixel window function. In the above equation, we include the shot
noise contribution arising from the intrinsic ellipticities of source
galaxies. The intrinsic noise is simply modelled as the convolved
noise power spectrum Ñ l with the pixel window and the mask.
Non-zero components of the mode–mode coupling matrix M ll′ are
given as

MEE,EE
ll′ = MBB,BB

ll′

= 2l′ + 1
8π

∑

l′′

(2l′′ + 1)Kl′′ [1 + (−1)l+l′+l′′ ]

×
(

l l′ l′′

2 −2 0

)2

, (12)

MEE,BB
ll′ = MBB,EE

ll′

= 2l′ + 1
8π

∑

l′′

(2l′′ + 1)Kl′′ [1 − (−1)l+l′+l′′ ]

×
(

l l′ l′′

2 −2 0

)2

, (13)

MEB,EB
ll′ = 2l′ + 1

4π

∑
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(2l′′ + 1)Kl′′

(
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2 −2 0

)2

, (14)

with Kl being defined as

Kl ≡ 1
2l + 1

∑

m

KlmK∗
lm. (15)

Note that MEE,EB
ll′ = 0 = MBB,EB

ll′ . Equation (11) tells that an
imperfect survey geometry causes mode-mixing or equivalently a
leakage of E-mode power into the B mode even if CBB

l = 0.
The underlying power spectra can be reconstructed by solving

equation (11) inversely. The resolution in multipole space is limited
by the survey area, i.e. the finer binning less than lf ≡

√
π/fsky

does not improve the statistical significance of the power spectrum

reconstruction. Since the lensing power spectrum does not have
fine scale structures in multipole space, such a coarse binning is
sufficient to capture the shape of the shear power spectrum. Also,
the coarse binning significantly reduces the computational cost of
measuring the power spectrum in a wide range of multipoles. We
therefore measure the binned power spectra defined as

Cb ≡
l∈b∑

l

Pbl C l , (16)

where the index ‘b’ denotes the bth multipole bin and
∑l∈b

l repre-
sents the summation over l between l(b)

min and l(b+1)
min − 1. Here we use

a binned operator Pbl so that the binned power becomes the average
of dimensionless power over l between l(b)

min and l(b+1)
min − 1:

Pbl ≡ l(l + 1)
2π

1

l
(b+1)
min − l

(b)
min

. (17)

The deconvolved binned spectrum is obtained as

Cb = (M−1)bb′

l∈b′∑

l

Pb′ l(C̃ l − ⟨Ñ l⟩MC). (18)

The mode mixing matrix for the binned spectra is

Mbb′ =
l∈b∑

l

Pbl

l′∈b′∑

l′

M ll′F
2
l′ Ql′b′ , (19)

where Qlb is the reciprocal of Pbl:

Qlb ≡ 2π

l(l + 1)
. (20)

Equation (18) is the key equation for reconstructing the shear
power spectra from masked shear maps in the full-sky approach in
Section 4.

2.2 Flat-sky approximation

In this subsection, we present a formalism of a pseudo-spectrum
method in the flat-sky approximation. The flat-sky approximation
is applicable to the current lensing survey, such as the CFHT survey
covering a sky of about 200 deg2 in its four survey regions (e.g. Fu
et al. 2008).

In the flat-sky approximation, E and B modes are defined as

Eflat
k ± iBflat

k =
∫

d!n [γ1(n) ± iγ2(n)] e−i(k·n±2ϕk ) (21)

and inversely related as

γ1(n) ± iγ2(n) =
∫

d2k
(2π)2

[
Eflat

k ± iBflat
k

]
ei(k·n±2ϕk ), (22)

where the vector n is a flat-space two-dimensional vector that ap-
proximates the three-dimensional vector n̂ in equation (1) around
some reference point; for example, if the coordinate origin in flat
space is taken as the North Pole, the position vector of an arbitrary
point in the vicinity of the North Pole is specified by the two-
dimensional vector n = θ (cos ϕ, sin ϕ) = (θ x, θ y). The vector k is
the corresponding wavenumber in the flat-space coordinate and ϕk

is defined as k = k(cos ϕk, sin ϕk).
Like in the full-sky formalism, we again define pseudo-E and -B

modes in a flat-sky limit as

Ẽflat
k ± iB̃flat

k =
∫

d!n [W (n)(γ1(n) ± iγ2(n))] ei(k·n±2ϕk ), (23)

where W represents an arbitrary mask field. We take into account
the mask effect in two steps: a square boundary covering observed

C⃝ 2010 The Authors, MNRAS 412, 65–74
Monthly Notices of the Royal Astronomical Society C⃝ 2010 RAS

 at N
ational A

stronom
icalO

bservatory, Japan on N
ovem

ber 7, 2016
http://m

nras.oxfordjournals.org/
D

ow
nloaded from

 

16



shear power spectrumの測定

統計誤差は(詳しくは Joachimi et al 2008, A&A, 477, 43)
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Cosmic varianceは (詳しくは Sato et al 2009, ApJ, 701, 945)
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Figure 2. Convergence power spectrum for sources at redshift zs = 1.0. The
result from our 1000 ray-tracing simulations is shown as the cross symbols with
error bars (±1σ variance). We also show the semianalytic prediction computed
from Equation (9) using HaloFit to model the three-dimensional mass power
spectrum.
(A color version of this figure is available in the online journal.)

Figure 3. Top panel: comparison of the dimensionless three-dimensional mass
power spectrum, ∆2(k) = k3P (k)/2π2, obtained from 200 realizations to the
HaloFit prediction at z = 0 and 0.92. Bottom panel: the fractional difference is
shown in percent. The arrow shows the Nyquist wavenumber.
(A color version of this figure is available in the online journal.)

We also examine the effect of smoothing used in ray-tracing
simulations by varying the grid size. Figure 4 compares the
convergence power spectra calculated for two different grid
sizes, 20482 and 40962 grids, respectively. Clearly, the coarser
grid size yields a smaller power at l > 3000. In the bottom
panel, we show that the difference reaches ∼ 5% at l ∼ 3000.
When we compute the projected density field, we would naively
expect that a finer grid size provides a higher resolution in the
lensing convergence map, if the original N-body simulation has
a sufficient spatial resolution. Further halving the grid size, i.e.,
changing the grid number to 81922 from 40962, is similarly
thought to give a better accuracy up to higher multipoles. We
have checked that the difference reaches ∼ 5% at l ∼ 6000.
Therefore, we conclude that estimating power spectrum from the
projected density fields on 40962 grids is sufficiently accurate
up to l ∼ 6000. In the following section, we focus on the power
spectrum information up to l ∼ 6000.

Figure 4. Effect of grid size in ray-tracing simulation on the power spectrum
estimation. Top panel: the two spectra computed from 1000 realizations
employing 20482 and 40962 grids. Bottom panel: the fractional difference is
shown in percent.
(A color version of this figure is available in the online journal.)

4. COVARIANCE MATRIX

The covariance matrix of the convergence power spectrum
between Pκ (l) and Pκ (l′) is formally expressed as a sum of
the Gaussian and non-Gaussian contributions (e.g., Scoccimarro
et al. 1999; Cooray & Hu 2001):

Cov[Pκ (l), Pκ (l′)] ≡ ⟨(P̂κ (l) − Pκ (l))(P̂κ (l′) − Pκ (l′))⟩

= 2
Nl

Pκ (l)2δK
l,l′

+
1

Ωs

∫

l

d2l
As

∫

l′

d2l ′

As′
T (l,−l, l ′,−l ′),

(14)

where δK
l,l′ is the Kronecker delta function and T is the lensing

trispectrum defined as

⟨κ̃(l1)κ̃(l2)κ̃(l3)κ̃(l4)⟩ ≡ (2π )2δD(l1234)T (l1, l2, l3, l4), (15)

where we have introduced notation l1234 = l1 + l2 + l3 + l4.
In the Limber approximation, T is a simple projection of the
three-dimensional mass trispectrum Tδ given by

T (l1, l2, l3, l4) =
∫ χH

0
dχ

W (χ )4

fK (χ )6

× Tδ

(
l1

fK (χ )
,

l2

fK (χ )
,

l3

fK (χ )
,

l4

fK (χ )
;χ

)
. (16)

In Equation (14), the first term describes the Gaussian error
contribution that has vanishing correlations between different
multipole bins, whereas the second term describes the non-
Gaussian contribution arising from mode coupling due to
nonlinear clustering. Both the terms scale with the survey area as
∝ 1/Ωs. It should also be noted that the Gaussian term depends
on the bin width ∆l, whereas the non-Gaussian term does not
(because

∫
l
d2l/As ≈ 1). Thus, decreasing ∆l increases the

Gaussian contribution relative to the non-Gaussian errors.

4.1. Halo Model Approach for the Covariance

To make an analytic estimation of the lensing power co-
variance using Equation (14), we need to model the mass

A=25sq deg
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Fig. 1.—Subdividing the source population. Partitioning the galaxies by the
median redshift (or distance D) yields lensing efficiencies with strong overlap.

Fig. 2.—Power spectra and cross-correlation for a subdivision in two across
the median redshift and errors for a survey of 5! on the side,z ! 1median

, and deg"2. Note the strong correlation between2 1/2 5¯Ag S ! 0.4 n ! 2# 10 Rint ij

the two power spectra make the combination of the power spectra less con-
straining than a naive interpretation of the individual errors would imply.These power spectra define the cosmic signal. The intrinsic

ellipticity of the galaxies adds white noise to the cosmic signal,
making the observed power spectra

k 2 ¯C (!) ! P (!)# Ag Sd /n , (4)ij ij int ij i

where is the rms intrinsic shear in each component and2 1/2Ag Sint
is the number density of the galaxies per steradian on then̄i

sky in the whole distribution .n (z)i
The distributions ni(z) need not be physically distinct galaxy

populations. Consider a total distribution n(z) with

dz
a bn (D) ∝ D exp ["(D/D ) ], (5)∗[ ]dD

which roughly approximates that of a magnitude-limited sur-
vey, and take , for definiteness (assumed through-a ! 1 b ! 4
out unless otherwise stated). One can subdivide the sample into
redshift bins to define the distributions ni(z). The power spectra
for cruder partitions can always be constructed out of finer
ones: if the j and k bins are combined, then

2 k 2 k k 2 k¯ ¯ ¯ ¯ ¯n P ! n P # 2n n P # n P ,j#k ( j#k)( j#k) j jj j k jk k kk

k k k¯ ¯ ¯n P ! n P # n P . (6)j#k i( j#k) j ij k ik

In Figure 1, we show an example in which the galaxies with
are binned into n1 and the rest into n2. Here andz ! zmedian

throughout we take our fiducial cosmology as an adiabatic
CDM model with matter density , dimensionlessQ ! 0.35m
Hubble constant , baryon density , cosmo-h ! 0.65 Q ! 0.05b
logical constant , neutrino mass eV, initialQ ! 0.65 m ! 0.7L n

potential power spectrum amplitude A normalized by theCOBE
detection, and tilt .n ! 1S
We also plot in Figure 1 the lensing efficiency function gi(D).

Despite having nonoverlapping source distributions (top), the
lensing efficiencies strongly overlap (bottom), implying that
the resulting convergence maps will have a correspondingly
large cross-correlation. This is of course because the high- and
low-redshift galaxies alike are lensed by low-redshift structures.
Also for this reason, there will be always be a stronger signal

in the high-redshift bins. This fact will be important for signal-
to-noise ratio considerations in choosing the bins.
All of these properties can be seen in Figure 2, where we

plot the resultant power spectra and their cross-correlation for
the equal binning of Figure 1.

3. REDSHIFT BINNING AND PARAMETER ESTIMATION

While subdividing the sample into finer bins always increases
the amount of information, there are two limiting factors. The
first is the shot noise from the intrinsic ellipticities of the gal-
axies. Once the number density per bin is so small that shotn̄i
noise surpasses the signal in equation (4), further subdivision
no longer helps.
Second, if the lensing signal does not change significantly

across the redshift range of the whole distribution, then sub-
division will not add information. These considerations can be
quantified by considering the correlation coefficient between
the power spectra of the subdivisions: . Fork k k 1/2R ! P /(P P )ij ij ii jj
the model of Figure 2, the power spectra are highly correlated
( ), even with only two subdivisions. Thus, evenR ∼ 0.812
though there is a large enough signal-to-noise ratio to subdivide
the sample further, one gains little information by doing so.
One can combine these two considerations by diagonalizing

the covariance matrix and considering the signal-to-noise ratio
in the diagonal basis. The appropriate strategy for subdivision
depends on the true redshift distribution of the galaxies and
the model for structure formation. One should therefore per-
form this test on the actual data to decide how to subdivide
the sample.
Nevertheless, to make these considerations more concrete,

let us consider the specific goal of measuring the cosmological
parameters pa assuming that the underlying adiabatic CDM
cosmology described above is correct. The Fisher information
matrix can be used to quantify the effect of subdivision. It is
defined as

2! ln L
F ! " , (7)G Hab !p !p xa b

Hu (1999)

重力レンズの基礎ーcosmic shear tomography
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Figure 2.1: The cosmic shear power spectra for galaxy distribution divided in three redshift slices,
0 ≤ z1 ≤ 0.6, 0.6 ≤ z2 ≤ 1, and z3 ≥ 1. The bold solid curves show the auto-spectra of 3 redshift
bins for a ΛCDM model, while the thin curves are the results for a model with the dark energy
equation of state w = −0.9. The boxes around the bold curves show the expected measurement error
due to the sample variance and the intrinsic galaxy shapes, for our proposing HSC WL survey that
is parametrized by survey area Ωs = 2, 000 deg2, the average number density of galaxies usable for
lensing analysis, n̄g = 30 arcmin−2, and the rms intrinsic elipticities per component, σϵ = 0.22.

can be explicitly demonstrated by the thin solid curves that show the spectra for a model with
w = −0.9 but other parameters being fixed. The difference between the bold and thin solid
curves, compared to the errors, implies that the two models with |∆w| = 0.1 may be easily
discriminated. However, to realize a genuine ability of the HSC WL survey for constraining
the dark energy parameters, we need to properly take into account degeneracies between all
cosmological parameters that affect the lensing power spectra, because a combination of the
parameters may mimic the dark energy dependence. A realistic parameter forecast will be
presented below.

We now quantify how the HSC WL survey will improve our understanding of dark energy
properties when using a combined measurement of the lensing power spectrum tomography
and the cluster counts. Figure 2.2 shows the expected error ellipses in dark energy parameter
space. The parameter forecasts shown assesses how well the given observables can distinguish
the true (“fiducial”) cosmological model from other models, therefore the forecasts depend on
choices of the fiducial model and free parameters and also vary with priors used. We assume
a current concordance ΛCDM model for the fiducial cosmology and employ 9 cosmological
parameters in total including time evolution of the dark energy equation of state parametrized
as

w(a) = w0 + wa(1 − a), (2.1)
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lensing analysis, n̄g = 30 arcmin−2, and the rms intrinsic elipticities per component, σϵ = 0.22.

can be explicitly demonstrated by the thin solid curves that show the spectra for a model with
w = −0.9 but other parameters being fixed. The difference between the bold and thin solid
curves, compared to the errors, implies that the two models with |∆w| = 0.1 may be easily
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cosmological parameters that affect the lensing power spectra, because a combination of the
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presented below.

We now quantify how the HSC WL survey will improve our understanding of dark energy
properties when using a combined measurement of the lensing power spectrum tomography
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Figure 2.2: An expected performance of the HSC WL survey for constraining the nature
of dark energy parametrized by three parameters, the present-day energy density parameter
Ωde and the dark energy equation of state parameters w0 and wa for the parametrization
w(a) = w0 + wa(1 − a). The dashed contour shows the 68% C.L. error ellipses for the lensing
measurement without tomography, while the intermediate solid contour shows the result for
the three-redshift bin tomography as shown in Figure 2.1. Note that we include all the
auto- and cross-spectra constructed from the three redshift bins and consider multipole range
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ソース銀河のredshift分布の推定

(1) photometric redshiftとは
flux(g,r,i,z,y,+)とmodel SEDのfitting

→PDF(zp)
→point estimate(median, mean,mode)
　その信憑性（PDFの広がりなど）

(2) point estimateとその信憑性からあ
るredshift binに入る銀河を選択

(3) 選択された銀河のPDF(zp)を足し合
わせて、真（？）のredshift分布を推測

(4) 分光redshiftがある銀河のPDF(zp)を
用いて(3)のPDF(zp)を矯正

x

21
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Figure 2. Comparison of the normalised redshift distributions for the four tomographic bins as estimated from the weighted direct
calibration (DIR, blue with errors), the calibration with cross-correlations (CC, red with errors), the re-calibrated stacked Precal(z)
(BOR, purple with errors that are barely visible), and the original stacked P (z) from bpz (green). The gray-shaded regions indicate the
target redshift range selected by cuts on the Bayesian photo-z zB. Errors shown here do not include the e↵ects of sample variance in the
spec-z calibration sample.

and � and fit it to the results of all the redshift bins with
0 < zspec < 1.2. For zspec > 1.2 we fit a constant r0 and �.

The cross-correlation functions are estimated with a
finer binning in spec-z in order to obtain redshift distribu-
tions for the tomographic bins with high resolution. The
raw cross-correlations are corrected for evolving galaxy bias
with the recipe by Newman (2008) and Matthews & New-
man (2010). We estimate statistical uncertainties from a
bootstrap re-sampling of the spectroscopic training set (1000
bootstrap samples). The whole re-calibration procedure, in-
cluding correlation function estimates and bias correction,
is run for each bootstrap sample.

Note that the cross-correlation function can attain neg-
ative values that would lead to unphysical negative ampli-
tudes in the n(z). Nevertheless, it is important to allow
for these negative values in the estimation of the cross-
correlation functions so as not to introduce any bias. Such
negative amplitudes can for example be caused by local over-
or underdensities in the spec-z catalogue as explained by
Rahman et al. (2015). Only after the full redshift recovery
process do we re-bin the distributions with a coarser redshift
resolution to attain positive values for n(z) throughout.

The redshift distributions from this method, based on

the combination of the DEEP2 and zCOSMOS results, are
displayed in Fig. 2 (red line with confidence regions). Note
that the uncertainties on the redshift distributions from the
cross-correlation technique are larger than the uncertainties
on the weighted direct calibration, owing to the relatively
small area of sky covered by the spec-z catalogues. As will
be shown in Section 6, propagating the n(z) and associated
errors from the CC method into the cosmological analysis
yields cosmological parameters that are consistent with the
ones that are obtained when using the DIR redshift distribu-
tions, despite some di↵erences in the details of the redshift
distributions.

3.4 Re-calibration of the photometric P(z ) (BOR)

Many photo-z codes estimate a full redshift likelihood, L(z),
for each galaxy or a posterior probability distribution, P (z),
in case of a Bayesian code like bpz. Bordoloi et al. (2010)
suggested to use a representative spectroscopic training sam-
ple and analyse the properties of the photometric redshift
likelihoods of those galaxies.

For each spectroscopic training object the photometric
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銀河のintrinsic alignmentの影響
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Table 2. Galaxy bias bg for the different galaxy samples used.

Sample bg χ2
red p(>χ2)

MegaZ-LRG, all z, (90) 1.94 ± 0.03 0.21 0.89
MegaZ-LRG, all z, (180) 1.91 ± 0.03 0.37 0.77
MegaZ-LRG, z < 0.529, (90) 1.87 ± 0.04 0.22 0.88
MegaZ-LRG, z > 0.529, (90) 2.09 ± 0.04 2.51 0.06
SDSS LRG, z < 0.27 1.88 ± 0.10 0.82 0.48
SDSS LRG, z > 0.27 1.89 ± 0.07 0.97 0.41
SDSS Main L4 red 1.04 − −
SDSS Main L3 red 1.01 − −

Notes. Shown is the 1σ-error on bg, marginalised over the additive con-
stant C, the reduced χ2 for 3 degrees of freedom, and the corresponding
p-value. The values for the SDSS L3 and L4 samples have been derived
from the results by Hirata et al. (2007). All results assume σ8 = 0.8.
The numbers in parentheses indicate Πmax in units of h−1 Mpc for the
MegaZ-LRG samples.

see Fig. 1. Only the high-redshift MegaZ-LRG sample yields a
reduced χ2 that significantly exceeds unity which we trace back
to the strong correlations between errors as the plot in Fig. 8 sug-
gests a good fit. Indeed the reduced χ2 drops well below unity
if we repeat the fit ignoring the off-diagonal elements in the co-
variance.

We compare our results with the galaxy bias obtained by
Blake et al. (2007) who also studied MegaZ-LRG, albeit with
slightly different selection criteria. They used the cuts ideV ≤
19.8 and d⊥ ≥ 0.55 throughout, as well as additional star-
galaxy separation criteria that reduced the stellar contamination
to 1.5 %. The different selection criteria hinder direct compari-
son, e.g. the Blake et al. (2007) criteria (driven mostly by the ideV
cut) shift the r band absolute magnitude range 0.15 mag brighter.
Hence, we expect that the galaxy bias obtained from our analysis
should be smaller, and indeed, after rescaling the bias given in
Table 2 of Blake et al. (2007) to σ8 = 0.8, we find bg = 1.89 and
bg = 2.10 for the two redshift slices roughly coinciding with our
MegaZ-LRG low-redshift sample, and bg = 2.18 and bg = 2.44
for the two redshift slices closer to our high-redshift sample.

The SDSS LRG samples yield a similar galaxy bias com-
pared to the full MegaZ-LRG sample, with no significant evolu-
tion in redshift. Given that the SDSS LRG galaxies have on av-
erage a higher luminosity and are located at considerably lower
redshift, this finding hints at a stronger bias in the past for galax-
ies at fixed luminosity. Using again the fact that the bias scales as
bg ∝ σ−1

8 , our findings for the SDSS LRG samples can be com-
pared to the results for the equivalent bias model in Hirata et al.
(2007) who use σ8 = 0.751. Rescaling the values of Table 2 to
this value of σ8, we get bg = 2.00 ± 0.11 for the low-redshift
sample and bg = 2.01± 0.07 for the high-redshift sample. These
values agree (within 1σ) with bg = 2.01 ± 0.12 for z < 0.27
and bg = 1.97 ± 0.07 for z > 0.27 as found by Hirata et al.
(2007). Note that the latter analysis used a narrower range in
transverse separation with rp = 7.5−47 h−1 Mpc compared to
rp = 6−60 h−1 Mpc considered in this work.

5.3. Intrinsic alignment model fits to individual samples

With the galaxy bias in hand, we can now proceed to fit mod-
els of intrinsic alignments to wg+. The NLA model features a
single free parameter for the amplitude, A. Within the physical
picture of this model, the amplitude quantifies how the shape of a
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Fig. 8. Projected correlation function wgg as a function of comoving
transverse separation rp. Top panel: for the SDSS LRG sample with
redshifts smaller than 0.27 (black) and with redshifts larger than 0.27
(red). Bottom panel: for the MegaZ-LRG sample with photometric red-
shifts smaller than 0.529 (black) and with photometric redshifts larger
than 0.529 (red). Note that the red points have been slightly offset hor-
izontally for clarity, and that the error bars are strongly correlated. In
addition we show the best-fit models as black and red curves, respec-
tively. Only the data points outside the grey region have been used for
the fits to avoid the regime of nonlinear bias.

galaxy responds to the presence of a tidal gravitational field. It is
likely that this response depends on the galaxy population under
consideration, and thus possibly features an additional evolution
with time and hence redshift dependence (on top of the one in-
herent to the NLA model), and a variation with galaxy luminos-
ity. Therefore we will investigate a more flexible prescription for
the gI power spectrum in Sect. 5.5.

In this section we use (6) as the intrinsic alignment
model, with the single fit parameter A. We keep the original
SuperCOSMOS normalisation, i.e. C1 ρcr ≈ 0.0134. To allow
for a comparison with foregoing work, we also present some
fits with models based on the NLA version with the redshift de-
pendence given in Hirata & Seljak (2004). Note that all intrin-
sic alignment models applied in this work have a fixed depen-
dence on transverse scales. Since the assumption of a linear bias
also enters the model, we again limit the parameter estimation
to scales rp > 6 h−1 Mpc. Note that we do not explicitly prop-
agate the errors on the galaxy bias determined in the foregoing
section through to the uncertainty on intrinsic alignment param-
eters, as they are marginal compared to the measurement error
in wg+ (which is dominated by shape noise).
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Figure 3. Luminosity dependence of c11(r) of the LRGs for 0.16 < z < 0.36.
Here both the central and satellite LRGs are used for the calculation. Note that
the vertical axis mixes logarithmic and linear scalings.
(A color version of this figure is available in the online journal.)

3.2. Luminosity and Redshift Dependences

Before proceeding to the next section, we examine the
dependences of the measured ellipticity correlation function
of LRGs on their luminosity and redshift. Previous studies
found a luminosity dependence for the clustering of LRGs
(Zehavi et al. 2005; Percival et al. 2007), which indicates that
LRGs of different luminosities are in halos of different mass.
Because the ellipticity correlation of halos increases with the
halo mass (Jing 2002), it is naturally expected that there also
exists the luminosity dependence for the ellipticity correlations
of galaxies.

Figure 3 shows c11(r) for two spans of Mg at 0.16 < z < 0.36.
The magnitude cuts are similar to those adopted in Zehavi
et al. (2005) and the redshift range is chosen to utilize a volume-
limited sample. Stronger correlation of ellipticity can be seen
in the brighter sample (−23.2 < Mg < −21.8) on small scales
although the error bars are large because of the sparseness and
limited survey volume of the sample. This result is consistent
with the expectation that the more luminous LRGs are located
in more massive halos (Zehavi et al. 2005; Zheng et al. 2008)
that have a stronger ellipticity correlation function (Jing 2002).

Lee & Pen (2008) analyzed simulation data in order to
pursue the nonlinear evolution of galaxy intrinsic alignment
at 0 < z < 2. They did not find an indication for the redshift
evolution of the ellipticity correlation although they could detect
the evolution of its nonlinearity. Thus it may be difficult for
current observations to detect the redshift dependence of the
ellipticity correlation. Redshift evolution for the LRG clustering
was also not detected (Zehavi et al. 2005). Figure 4 shows the
redshift dependence of c11(r). Because the redshift range of our
LRG sample is not large, even shallower than that examined in
Lee & Pen (2008), we do not find such a dependence in the LRG
sample.

4. MODEL PREDICTIONS

4.1. N-body Simulation

To make model predictions for the ellipticity correlation
function, we use a halo catalog constructed from a high-
resolution cosmological simulation with 10243 particles in a
cubic box of side 1200 h−1 Mpc (Jing et al. 2007). A spatially
flat ΛCDM model with Ωm = 1 − ΩΛ = 0.268, Ωb = 0.045,
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Figure 4. Redshift dependence of c11(r) of the LRGs for the absolute magnitude
of −23.2 < Mg < −21.2. Here both the central and satellite LRGs are used for
the calculation. Note that the vertical axis mixes logarithmic and linear scalings.
(A color version of this figure is available in the online journal.)

h = 0.71, and σ8 = 0.85, was assumed, where Ωb is the baryon
density parameter, h is the Hubble parameter normalized by
100 km s−1 Mpc−1, and σ8 is the present linear rms density
fluctuation within a sphere of radius 8 h−1 Mpc. Dark matter
halos are identified in the z = 0.274 output using the friends-
of-friends algorithm with a linking length b equal to 0.2 times
the mean particle separation. See Jing et al. (2007) for details of
the simulation.

4.2. Halo Occupation Distribution

In order to assign galaxies to the simulated halos, we rely
on the framework of the halo occupation distribution (HOD,
e.g., Jing et al. 1998; Ma & Fry 2000; Peacock & Smith 2000;
Seljak 2000; Scoccimarro et al. 2001; Berlind & Weinberg
2002), which describes the relationship between the galaxy and
dark matter density fields. HOD modeling has been performed
for LRG galaxies by several independent approaches (Masjedi
et al. 2006; Ho et al. 2007; Blake et al. 2008; Kulkarni et al.
2007; White et al. 2007; Seo et al. 2008; Zheng et al. 2008; Reid
& Spergel 2008).

A flexible parameterization with five HOD parameters was
introduced by Zheng et al. (2005) (see also Zheng et al. 2007).
The mean occupation function of galaxies within a dark halo of
mass M, being the sum of central and satellite mean occupation
functions, is parameterized as

⟨N (M)⟩ = ⟨Ncen(M)⟩ (1 + ⟨Nsat(M)⟩) , (4)

⟨Ncen(M)⟩ = 1
2

[
1 + erf

(
log M − log Mmin

σM

)]
,

⟨Nsat(M)⟩ =
(

M − M0

M ′
1

)α

,

where erf is the error function, Mmin is the characteris-
tic minimum mass to host a central galaxy, M ′

1 is a mass
for a halo with a central galaxy to host one satellite when
M0 ≪ M ′

1, M0 is the mass scale to truncate satellites,
and σM is the characteristic transition width. Following the
latest fits for the HOD parameters of the LRGs by Seo
et al. (2008), we choose Mmin = 8.226 × 1013 M⊙, M ′

1 =
6.875 × 1014 M⊙, M0 = 3.209 × 109 M⊙, σM = 0.556, and
α = 1.86. A central LRG is assigned to a halo based on the near-
est integer distribution with the average of ⟨Ncen(M)⟩. Satellite

Okumura & Jing 2009

Joachimi et al 2011

SDSS LRG
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⇤ scales. The conclusions reached by these alternative and
more conservative analyses however still broadly agree with
those from the base ⌅± statistical analysis (Heymans et al.
2013; Joudaki et al. 2016).

Owing to these literature results we have chosen to limit
this first cosmological analysis of KiDS-450 to the ⌅± statis-
tic, with a series of future papers to investigate alternative
statistics. In Appendix D6 we also present an E/B-mode de-
composition and analysis of KiDS-450 using the ⌅E/B statis-
tic.

4.2 Modelling intrinsic galaxy alignments

The two-point shear correlation function estimator from
Eq. 2 does not measure ⌅± directly but is corrupted by the
following terms:
⇤
⌅̂±

⌅
= ⌅± + ⌅II± + ⌅GI

± , (6)

where ⌅II± measures correlations between the intrinsic ellip-
ticities of neighbouring galaxies (known as ‘II’), and ⌅GI

±
measures correlations between the intrinsic ellipticity of a
foreground galaxy and the shear experienced by a back-
ground galaxy (known as ‘GI’).

We account for the bias introduced by the presence of
intrinsic galaxy alignments by simultaneously modelling the
cosmological and intrinsic alignment contributions to the ob-
served correlation functions ⌅̂±. We adopt the ‘non-linear lin-
ear’ intrinsic alignment model developed by Hirata & Seljak
(2004); Bridle & King (2007); Joachimi et al. (2011). This
model has been used in many cosmic shear analyses (Kirk
et al. 2010; Heymans et al. 2013; DES2015; Joudaki et al.
2016) as it provides a reasonable fit to both observations
and simulations of intrinsic galaxy alignments (see Joachimi
et al. 2015, and references therein). In this model, the non-
linear intrinsic alignment II and GI power spectra are related
to the non-linear matter power spectrum as,

PII(k, z) = F 2(z)P⇥(k, z)

PGI(k, z) = F (z)P⇥(k, z) ,
(7)

where the redshift and cosmology-dependent modifications
to the power spectrum are given by

F (z) = �AIAC1⌃crit
⇥m

D+(z)

�
1 + z
1 + z0

⇥⇤ � L̄
L0

⇥�

. (8)

Here AIA is a free dimensionless amplitude parameter that
multiplies the fixed normalisation constant C1 = 5 ⇥
10�14 h�2M�1

⇤ Mpc3, ⌃crit is the critical density at z = 0,
and D+(z) is the linear growth factor normalised to unity
today. The free parameters ⇥ and � allow for a redshift and
luminosity dependence in the model around arbitrary pivot
values z0 and L0, and L̄ is the weighted average luminosity
of the source sample. The II and GI contributions to the
observed two-point correlation function in Eq. 6 are related
to the II and GI power spectra as

⌅ij± (⇤)II,GI =
1

2⇧

⇧
d◆ ◆Cij

II,GI(◆) J0,4(◆⇤) , (9)

with

Cij
II (◆) =

⇧
d⌥

ni(⌥)nj(⌥)
[fK(⌥)]2

PII

�
◆

fK(⌥)
,⌥

⇥
, (10)

Cij
GI(◆) =

⇧
d⌥

qi(⌥)nj(⌥) + ni(⌥)qj(⌥)
[fK(⌥)]2

PGI

�
◆

fK(⌥)
,⌥

⇥
,

(11)

where the projection takes into account the e⇤ective number
of galaxies in redshift bin i, ni(⌥), and, in the case of GI
correlations, the lensing e⌃ciency qi(⌥) (see Eq. 5).

Late-type galaxies make up the majority of the KiDS-
450 source sample, and no significant detection of intrin-
sic alignments for this type of galaxy exists. A luminos-
ity dependent alignment signal has, however, been mea-
sured in massive early-type galaxies with � ⇧ 1.2 ± 0.3,
with no evidence for redshift dependence (Joachimi et al.
2011; Singh et al. 2015). Joudaki et al. (2016) present cos-
mological constraints from CFHTLenS, which has similar
statistical power as KiDS-450, using a range of priors for
the model parameters AIA, ⇥, and � from Eq. 8 (see also
DES2015 who allow AIA and ⇥ to vary, keeping � = 0).
Using the Deviance Information Criterion (DIC; see Sec-
tion 7) to quantify the relative performance of di⇤erent
models, they find that a flexible two-parameter (AIA,�) or
three-parameter (AIA,�, ⇥) intrinsic alignment model, with
or without informative priors, is disfavoured by the data,
implying that the CFHTLenS data are insensitive to any
redshift- or luminosity-dependence in the intrinsic alignment
signal. In this analysis we therefore fix ⇥ = 0 and � = 0 for
our mixed population of early and late-type galaxies, and
set a non-informative prior on the amplitude of the signal
AIA, allowing it to vary between �6 < AIA < 6.

4.3 Modelling the matter power spectrum
including baryon physics

Cosmological parameter constraints are derived from the
comparison of the measured shear correlation function with
theoretical models for the cosmic shear and intrinsic align-
ment contributions (Eq. 6). One drawback to working with
the ⌅± real-space statistic is that the theoretical models in-
tegrate the matter power spectrum P⇥ over a wide range of
k-scales (see for example Eq. 4). As such we require an ac-
curate model for the matter power spectrum that retains its
accuracy well into the non-linear regime.

The non-linear dark matter power spectrum model of
Takahashi et al. (2012) revised the ‘halofit’ formalism of
Smith et al. (2003). The free parameters in the fit were con-
strained using a suite of N-body simulations spanning 16
di⇤erent �CDM cosmological models. This model has been
shown to be accurate to ⌅ 5% down to k = 10hMpc�1

when compared to the wide range of N-body cosmologi-
cal simulations from the ‘Coyote Universe’ (Heitmann et al.
2014). Where this model lacks flexibility, however, is when
we consider the impact that baryon physics could have on
the small-scale clustering of matter (van Daalen et al. 2011).

In Semboloni et al. (2011), matter power spectra from
the ‘Overwhelmingly Large’ (OWLS) cosmological hydrody-
namical simulations were used to quantify the biases intro-
duced in cosmic shear analyses that neglect baryon feedback.
The impact ranged from being insignificant to significant,
where the most extreme case modelled the baryon feedback
with a strong AGN component. For the smallest angular
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⇤ scales. The conclusions reached by these alternative and
more conservative analyses however still broadly agree with
those from the base ⌅± statistical analysis (Heymans et al.
2013; Joudaki et al. 2016).

Owing to these literature results we have chosen to limit
this first cosmological analysis of KiDS-450 to the ⌅± statis-
tic, with a series of future papers to investigate alternative
statistics. In Appendix D6 we also present an E/B-mode de-
composition and analysis of KiDS-450 using the ⌅E/B statis-
tic.

4.2 Modelling intrinsic galaxy alignments

The two-point shear correlation function estimator from
Eq. 2 does not measure ⌅± directly but is corrupted by the
following terms:
⇤
⌅̂±

⌅
= ⌅± + ⌅II± + ⌅GI

± , (6)

where ⌅II± measures correlations between the intrinsic ellip-
ticities of neighbouring galaxies (known as ‘II’), and ⌅GI

±
measures correlations between the intrinsic ellipticity of a
foreground galaxy and the shear experienced by a back-
ground galaxy (known as ‘GI’).

We account for the bias introduced by the presence of
intrinsic galaxy alignments by simultaneously modelling the
cosmological and intrinsic alignment contributions to the ob-
served correlation functions ⌅̂±. We adopt the ‘non-linear lin-
ear’ intrinsic alignment model developed by Hirata & Seljak
(2004); Bridle & King (2007); Joachimi et al. (2011). This
model has been used in many cosmic shear analyses (Kirk
et al. 2010; Heymans et al. 2013; DES2015; Joudaki et al.
2016) as it provides a reasonable fit to both observations
and simulations of intrinsic galaxy alignments (see Joachimi
et al. 2015, and references therein). In this model, the non-
linear intrinsic alignment II and GI power spectra are related
to the non-linear matter power spectrum as,

PII(k, z) = F 2(z)P⇥(k, z)

PGI(k, z) = F (z)P⇥(k, z) ,
(7)

where the redshift and cosmology-dependent modifications
to the power spectrum are given by

F (z) = �AIAC1⌃crit
⇥m

D+(z)

�
1 + z
1 + z0

⇥⇤ � L̄
L0

⇥�

. (8)

Here AIA is a free dimensionless amplitude parameter that
multiplies the fixed normalisation constant C1 = 5 ⇥
10�14 h�2M�1

⇤ Mpc3, ⌃crit is the critical density at z = 0,
and D+(z) is the linear growth factor normalised to unity
today. The free parameters ⇥ and � allow for a redshift and
luminosity dependence in the model around arbitrary pivot
values z0 and L0, and L̄ is the weighted average luminosity
of the source sample. The II and GI contributions to the
observed two-point correlation function in Eq. 6 are related
to the II and GI power spectra as

⌅ij± (⇤)II,GI =
1

2⇧

⇧
d◆ ◆Cij

II,GI(◆) J0,4(◆⇤) , (9)

with

Cij
II (◆) =

⇧
d⌥

ni(⌥)nj(⌥)
[fK(⌥)]2

PII

�
◆

fK(⌥)
,⌥

⇥
, (10)

Cij
GI(◆) =

⇧
d⌥

qi(⌥)nj(⌥) + ni(⌥)qj(⌥)
[fK(⌥)]2

PGI

�
◆

fK(⌥)
,⌥

⇥
,

(11)

where the projection takes into account the e⇤ective number
of galaxies in redshift bin i, ni(⌥), and, in the case of GI
correlations, the lensing e⌃ciency qi(⌥) (see Eq. 5).

Late-type galaxies make up the majority of the KiDS-
450 source sample, and no significant detection of intrin-
sic alignments for this type of galaxy exists. A luminos-
ity dependent alignment signal has, however, been mea-
sured in massive early-type galaxies with � ⇧ 1.2 ± 0.3,
with no evidence for redshift dependence (Joachimi et al.
2011; Singh et al. 2015). Joudaki et al. (2016) present cos-
mological constraints from CFHTLenS, which has similar
statistical power as KiDS-450, using a range of priors for
the model parameters AIA, ⇥, and � from Eq. 8 (see also
DES2015 who allow AIA and ⇥ to vary, keeping � = 0).
Using the Deviance Information Criterion (DIC; see Sec-
tion 7) to quantify the relative performance of di⇤erent
models, they find that a flexible two-parameter (AIA,�) or
three-parameter (AIA,�, ⇥) intrinsic alignment model, with
or without informative priors, is disfavoured by the data,
implying that the CFHTLenS data are insensitive to any
redshift- or luminosity-dependence in the intrinsic alignment
signal. In this analysis we therefore fix ⇥ = 0 and � = 0 for
our mixed population of early and late-type galaxies, and
set a non-informative prior on the amplitude of the signal
AIA, allowing it to vary between �6 < AIA < 6.

4.3 Modelling the matter power spectrum
including baryon physics

Cosmological parameter constraints are derived from the
comparison of the measured shear correlation function with
theoretical models for the cosmic shear and intrinsic align-
ment contributions (Eq. 6). One drawback to working with
the ⌅± real-space statistic is that the theoretical models in-
tegrate the matter power spectrum P⇥ over a wide range of
k-scales (see for example Eq. 4). As such we require an ac-
curate model for the matter power spectrum that retains its
accuracy well into the non-linear regime.

The non-linear dark matter power spectrum model of
Takahashi et al. (2012) revised the ‘halofit’ formalism of
Smith et al. (2003). The free parameters in the fit were con-
strained using a suite of N-body simulations spanning 16
di⇤erent �CDM cosmological models. This model has been
shown to be accurate to ⌅ 5% down to k = 10hMpc�1

when compared to the wide range of N-body cosmologi-
cal simulations from the ‘Coyote Universe’ (Heitmann et al.
2014). Where this model lacks flexibility, however, is when
we consider the impact that baryon physics could have on
the small-scale clustering of matter (van Daalen et al. 2011).

In Semboloni et al. (2011), matter power spectra from
the ‘Overwhelmingly Large’ (OWLS) cosmological hydrody-
namical simulations were used to quantify the biases intro-
duced in cosmic shear analyses that neglect baryon feedback.
The impact ranged from being insignificant to significant,
where the most extreme case modelled the baryon feedback
with a strong AGN component. For the smallest angular

MNRAS 000, 1–48 (2016)

Intrinsic alignmentの主要因が潮汐力だとすると、それによる変形
はlensingの場合と同様にpotentialの微分で書けるはずで

これからprojected ellipticity correlationは、lensing shearの場合と同
様にして、matter power spectrumで書けて

eIA / (�,11 � �,22, 2�,12)

潮汐力とeとの関係やそのredshiftやluminosity関係は
パラメータを導入して
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Matter power spectrumへのバリオンの影響
•small scaleではbaryon physics（gas-cooling, supernova feedback, AGN feedback）が
total matter power spectrumに影響を及ぼす
•baryon physicsの詳細については不明な点が多いが、hydro simulationの結果をも
とにmatter power spectrumにfree parameter “B”を導入
•KiDS論文では、2<B<4、この範囲はOWLS simulationから予想される範囲で、
下図(Mead+2015)のspread程度

1970 A. J. Mead et al.

Figure 8. As Fig. 7 but for the C(ℓ) coefficients. Each model shown is
divided by the HMCODE prediction with no k-cut imposed. We see that a cut
in "2 at k = 10h Mpc−1 induces per cent level deviations around ℓ = 103

and a cut at 50h Mpc−1 increases this to ℓ = 104. HMCODE and COSMIC EMU

agree at the per cent level until the finite k-range of COSMIC EMU becomes
important. HALOFIT disagrees by as much as 5 per cent around ℓ = 103 and
this disagreement increases to 7 per cent for higher harmonics.

the three models agree at the per cent level only for θ > 1◦, after
which predictions from Takahashi et al. (2012) deviate by as much
as 6 per cent at θ ≃ 0.◦01. The effect of the finite resolution of
COSMIC EMU becomes important at the per cent level at θ = 0.◦2 and
the same deviation can be seen in the HMCODE prediction when it is
cut at k = 10h Mpc−1. Assuming perfect knowledge of the theory,
this accuracy extends to θ > 0.◦02 if the cut is taken at 50h Mpc−1.
We note that if we extend the matter spectrum from COSMIC EMU

using a power law for k > 10h Mpc−1, the predictions agree with
those of HMCODE to 2 per cent for both ξ±; this is probably due to
the fact that the halo-model prediction at k > 10h Mpc−1 involves
an integral over many quantities that are accurately power laws,
resulting in a close to power-law power spectrum.

In Fig. 8, we compare models at the level of their C(ℓ) predictions.
When the finite k-range of COSMIC EMU is unimportant, it agrees with
the HMCODE prediction to 1 per cent. Discrepancies with HALOFIT at
the 5 per cent level arise from ℓ = 500 with maximum deviations
of 7 per cent for ℓ > 104. A cut in power at k = 10h Mpc−1 impacts
upon the C(ℓ) at the per cent level around ℓ = 103 and a cut at
50h Mpc−1 at ℓ = 104.

Many authors have investigated how baryonic processes affect
weak-lensing observables. Early work (White & Vale 2004; Zhan
& Knox 2004) used the halo model to estimate how the matter
power would be altered by including gas cooling in haloes and
hot, diffuse intra-cluster gas, respectively. More recent work has
used hydrodynamic simulations with feedback recipes (e.g. Jing
et al. 2006; Semboloni et al. 2011; Casarini et al. 2012) to compare
weak-lensing observables to the case when no baryonic feedback
is included. The results are that for ℓ > 1000, the C(ℓ) are altered
at the per cent level with the alterations increasing with ℓ, but the
details are strongly dependent on the feedback implementation.

In Fig. 9, we show the range of possible correlation function
predictions given by our power-spectrum fits to the baryonic feed-
back models, where the region enclosed by the curves is the region
that our fits to the OWLS feedback models occupy (the centres
of the ellipses in Fig. 6). We generate these using HMCODE pre-
dictions with parameters A and η0 taken from the centres of the
ellipses in Fig. 6. We also show data from the CFHTLenS anal-
ysis of Kilbinger et al. (2013) so that ignorance of the details of
feedback can be compared to the current errors in data. For cur-
rent data, we see that the effect of feedback is small compared to
the errors, but data that will be available in the near future will in-
crease in accuracy and feedback processes will have to be accounted
for. Fig. 9 also shows that baryonic feedback does little to allevi-
ate the tension between the best-fitting CFHTLenS cosmology and

Figure 9. ξ+ (upper panel) and ξ− (lower panel) correlation functions
predicted using HMCODE, with a width showing the spread that is obtained
from different feedback models. In each case, source galaxies are taken to
be fixed at zs = 0.7, approximately the effective median redshift for lensing
for CFHTLenS, and we show the correlation functions predicted using the
best-fitting Planck cosmology (upper curve) and the best-fitting CFHTLenS
(Heymans et al. 2013) cosmology (lower curve). For comparison, we also
show the measured ξ± from the CFHTLenS survey; it can be seen that
feedback fails to alleviate the tension between CFHTLenS and Planck data.
One can see that an ignorance of the details of feedback affects ξ− to much
larger angular scales than ξ+, a consequence of it probing more non-linear
regions of the matter distribution. Baryonic feedback has an impact at the
greater than per cent level for θ < 0.◦1 for ξ+ and θ < 2◦ for ξ−. In all cases,
the effects of baryonic feedback are small relative to the errors in current
data.

that of Planck. For our case of sources fixed at zs = 0.7, baryonic
feedback only has an effect at the greater than per cent level for
θ < 0.◦1 for ξ+ and θ < 1◦ for ξ−. In a forthcoming paper (Joudaki
et al., in preparation), constraints on A and η0, together with cosmo-
logical constraints when these parameters are marginalized over,
will be presented using the CFHTLenS together with that from
RCSLenS.

Alternative approaches have been investigated to model the im-
pact of feedback on weak-lensing observables, all of which use data
from the OWLS hydrodynamic simulations: Mohammed & Seljak
(2014) model the OWLS data by refitting the coefficients from their
power-series expansion of the one-halo term and advocate marginal-
izing over these coefficients to immunize against biases due to feed-
back. Harnois-Déraps et al. (2015) construct polynomial fits to the
ratio of power spectra from feedback models to the DMONLY model;
again the coefficients of these polynomials could feasibly be con-
strained by data. However, to fit each model over the scale redshift
range required 15 coefficients, compared to only 2 in our approach.
With a fixed (WMAP9) cosmology, Harnois-Déraps et al. (2015)
find a preference for feedback in the CFHTLenS data. MacCrann
et al. (2015) reanalysed the CFHTLenS survey but adding a sin-
gle parameter that governs the amplitude of AGN feedback, which
was taken to be given by the ratio of power from the AGN to DMONLY

simulations. They find only a weak preference for feedback, but find

MNRAS 454, 1958–1975 (2015)
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Matter power spectrumへのニュートリノの影響
•詳しくは昨日の市来氏の講演を参照
•ニュートリノのfree-streamingによるsmall scale (<100Mpc)の構造形成が遅れる

fcb !
!c0 þ!b0

!m0
; f! ! !!0

!m0
;

"cb !
"#cb þ "#b

"#c þ "#b
:

(4)

The subscripts ‘‘c,’’ ‘‘b,’’ ‘‘!,’’ and ‘‘cb’’ stand for CDM,
baryon, finite-mass neutrinos, and CDM plus baryons,
respectively; !i0 (i ¼ c, b, and so on) denotes the
present-day energy density of the ith component; fi is its
fractional contribution to the total energy density; and "L

!

represents the linear density perturbation of neutrinos.
Note that fcb þ f! ¼ 1. We neglect the gravitational drag-
ging force on nonlinear density perturbations of the baryon
and CDM from neutrinos. As stated above, we use the
mapping formula of [35] to compute the nonlinear density
perturbation of CDM plus baryons from the linear one.
Then the nonlinear power spectrum of total matter is given
by

PNL
" ðkÞ ¼ h"2

toti
¼ f2!hð"L

!Þ2iþ f2cbhð"NL
cb Þ2iþ 2f!fcbh"L

!"
L
cbi; (5)

where we have introduced the superscript ‘‘NL’’ to explic-
itly state the quantities in the nonlinear regime. The sensi-
tivity of the nonlinear power spectrum depends on neutrino
masses arising from the growth rate in each density per-
turbation as well as from the dependence of each term in
Eq. (5) on f!.

One may imagine a more crude approach: that the non-
linear power spectrum is mapped by inserting the input
linear power spectrum of total matter into the fitting for-
mula, treating the total matter as a single fluid. We have

checked that the result obtained in this approach is not so
different from our fiducial approach in Eq. (5), as long as
neutrino masses are small. Even so, we believe that the
method above is more sensible in the sense that it includes
the perturbation theory result [39] when the perturbations
are in the weakly nonlinear regime.
The effect of finite-mass neutrinos on PNL

" ðkÞ is depicted
in the left panel of Fig. 1, showing the relative difference
between the nonlinear power spectra with and without
finite-mass neutrinos, where !m0 is kept fixed. For com-
parison, the corresponding result for the linear power
spectra is also shown, where the denominator and numera-
tor in #P"=P" are both the linear spectra. On very large
distance scales (i.e. very small k), well beyond the neutrino
free-streaming scale, the neutrino effect is absent, as the
neutrinos can cluster together with the CDM plus baryon
perturbations. For intermediate scales, corresponding to
k ’ ½0:01–0:1'h Mpc(1 for the case with m! ) 0:5 eV,
the neutrinos cause a characteristic scale-dependent sup-
pression in the matter power spectrum amplitude. Very
interestingly, the neutrino suppression effect is enhanced
on scales around k) 1h Mpc(1 compared to the linear-
theory prediction, which is consistent with the perturbation
theory result found in [39]. Perhaps evenmore surprisingly,
the amount of the neutrino suppression effect becomes
similar to that of the linear-theory prediction on smaller
scales k * 1h Mpc(1, well below the free-streaming scale.
That is, the neutrino effect appears just as a constant offset
in the overall amplitude on small scales, even though the
power spectrum amplitude itself is significantly boosted in
the nonlinear regime compared with the linear theory. This
seems consistent with the result indicated by the hybrid
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FIG. 1 (color online). Left panel: A fractional difference between the matter power spectra for a concordance$CDMmodel (!m0 ¼
0:3) and a model with finite-mass neutrinos (!cb0 ¼ 0:27 and!!0 ¼ 0:03). Note that the total matter density!m0ð¼ !cb0 þ!!0Þ and
other cosmological parameters are fixed for the two models. The solid curve shows the model prediction including the correction of
nonlinear mass clustering (see the text for details), while the dashed curve shows the linear-theory prediction. The finite-mass neutrinos
cause a suppression in the power spectrum amplitudes on scales below the free-streaming scale. The suppression effect is enhanced
over transition scales between linear and nonlinear regimes. Right panel: A similar plot, but for the lensing power spectrum as a
function of multipoles l.
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Matter power spectrumへのニュートリノの影響

Ichiki et al 2009

ance matrix of the shear correlation function, C, can be
expressed as

½C"ij # Cov½!Eð"iÞ;!Eð"jÞ"

¼ #K
ijCovSN þ 1

$As

Z 1

0
ldlJ0ðl"iÞJ0ðl"jÞP%ðlÞ

þ 1

4$2As

Z 1

0
ldl

Z 1

0
l0dl0J0ðl"iÞJ0ðl"jÞ !T%ðl; l0Þ;

(8)

where #K
ij denotes the Kronecker-type delta function de-

fined so that #K
ij ¼ 1 when "i ¼ "j within the bin width,

and is otherwise 0; As is the survey area in units of
steradian; and !T% is the angle averaged trispectrum of
convergence. Note that the survey area is set to As ¼
34:2 square degrees as described above, and we have
ignored the boundary and geometry effects of the surveyed
region for simplicity.

The first term on the right-hand side of Eq. (8),
#K
ijCovSN, denotes the shot noise contamination due to

intrinsic galaxy ellipticities, contributing only to the diago-
nal terms of the covariance matrix with "i ¼ "j. The shot
noise is determined by the rms intrinsic ellipticities and the
total number of galaxy pairs that are available from the
surveyed region in the separation angle of a given bin
width. The shot noise can be estimated directly from the
data: for example, since the coherent shear signals can be
erased by randomly rotating each galaxy image by arbi-
trary angles, the shot noise contamination can be estimated
from variations in the correlation functions that are repeat-
edly measured after randomization of galaxy image orien-
tations. Our analysis uses the shot noise at each bin given in
the column labeled ‘‘#!B’’ in Table B.1 of [27].
The second and third terms in Eq. (8) denote the

Gaussian and non-Gaussian sample variances, respectively,
arising due to the imperfect sampling of shear correlations
from a finite survey region. Since the lensing correlations
probe the mass distribution in a large-scale structure along
the line of sight, modeling the sample variances requires
knowledge of the power spectrum and trispectrum of the
3D mass distribution, where non-Gaussian errors arise
once the mass distribution probed by lensing resides in
the nonlinear clustering regime. Thus the sample variances
depend on the mass clustering strengths, i.e. on the under-
lying cosmology. There are several important features of
these sample variances. First, contrary to the power spec-
trum covariance, the Gaussian term is nonvanishing for the
off-diagonal components of the covariance when "i ! "j:
the shear signals at different angles are always correlated.
Second, the non-Gaussian sample variance contributes to
both the diagonal and off-diagonal terms of the covariance
matrix. The non-Gaussian errors become more significant
on smaller angular scales where the lensing signals are
more affected by the nonlinear regime.
Thus, taking into account the covariance is critically

important in order not to have too optimistic of a parameter
estimation from the measured correlation functions.
However, only a few of the previous works have studied
the covariances of cosmic shear correlations, based on ray-
tracing simulations [47] and analytic methods [31,46,48].
In particular, the importance of non-Gaussian errors is not
fully understood yet. In this paper, to estimate how an
uncertainty in the covariance affects the results, we employ
two models of the non-Gaussian covariances:
(A) In the first model, we compute the covariance ma-

trix using the dark matter halo approach developed
in [31].

(B) In the second, we compute the non-Gaussian error
contribution to the covariance by multiplying the
fitting formula derived in [47] with each matrix
element of the Gaussian sample variance [the sec-
ond term in Eq. (8)].

For the first approach we also include sources of new non-

( )

FIG. 2 (color online). The data points show the measured shear
correlation functions, !Eð"Þ, at each angular bin, which are taken
from the CFHTLS result in [27]. The error bars around each data
point are computed from diagonal terms in the inverse of the
covariance matrix that includes contributions from the shot noise
of intrinsic galaxy ellipticities and the Gaussian and non-
Gaussian sample variances (see the text for details). The solid
curve is the model prediction for the "CDM model with finite-
mass neutrinos, which best matches the WL measurement. The
dotted curve is the best-fitting model prediction for the joint
fitting of WLþWMAP5þ SNeþ BAO as will be shown be-
low. Note that the best-fitting model has a total neutrino mass ofP

m& ¼ 0:25 eV. To demonstrate the effect of finite-mass neu-
trinos on !E, the dashed curve shows the model prediction where
the neutrino mass is changed to

P
m& ¼ 0:54 eV, roughly at a

two-sigma upper bound for the joint fitting, and other cosmo-
logical parameters are fixed to their best-fitting values.

CONSTRAINTS ON NEUTRINO MASSES FROM . . . PHYSICAL REVIEW D 79, 023520 (2009)

023520-5

[30] analyzed galaxies from the Sloan Digital Sky Survey
(SDSS) and provided their result in the form of an effective
distance measure by averaging the distances in the radial
and transverse directions:

DVðzÞ ¼
!
ð1þ zÞ2D2

AðzÞ
cz

HðzÞ

"
1=3

; (13)

whereDAðzÞ is the angular diameter distance to the redshift
z ¼ 0:35. In this paper we use the following constraint on
the distance parameter A provided in [30]:

Aðz ¼ 0:35Þ % DVð0:35Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
!m0H

2
0

q

0:35c

¼ 0:469
$
ns
0:98

%&0:35
' 0:017: (14)

Notice that the value of A is primarily sensitive to !m0 for
the case of a flat universe.

III. RESULTAND DISCUSSION

A. Parameter constraints

The WMAP team reported an upper limit on the total
neutrino mass,

P
m! < 1:3 eV (95%CL), for a flat"CDM

model plus one additional parameter of the total neutrino
mass [11]. Using the same likelihood function given by the
WMAP team, we find a consistent but slightly tighter limit,P

m! < 1:2 eV. This difference would be attributed to
differences in the treatment of cosmological parameters
as well as the priors between ours and WMAP5. In fact, we
have found consistent results if we adopt the same parame-
trization as theirs. In any case, these upper bounds are
fairly close to the critical value (1:5 eV as discussed in
the previous section.

Figure 4 shows the results we obtained from the
WMAP5 data: the inner and outer contours show the 68%
and 95% confidence level regions in the ð!m0;

P
m!Þ sub-

space, marginalized over other parameters. The contours
show a strong degeneracy between these two parameters,
reflecting that the CMB constraints come mainly from the
effect of finite-mass neutrinos on the matter-radiation
equality. The delay in the matter-radiation equality caused
by the presence of massive neutrinos is compensated by
adding more nonrelativistic matter at present, i.e. increas-
ing !m0.

The results in Fig. 4 are not so encouraging from the
perspective of complementarity between CMB and WL,
because the WL constraints on the parameters !m0 andP

m! are expected to show a similar degeneracy curve.
The finite-mass neutrinos cause suppression in the ampli-
tudes of cosmic shear correlations on relevant angular
scales; however, this effect is compensated by increasing
!m0 and/or the power spectrum normalization [see Fig. 1
and Eq. (1)]. Even so, since the degeneracy curves of CMB
and WL constraints do not point to exactly the same
direction, combining these two can always improve the

constraints to some extent if they are consistent with each
other.
Figure 5 shows the constraints on the ð!m0;

P
m!Þ plane

obtained when combining WMAP5 with the CFHT WL
constraints. As expected from the above argument, the
constraint is only slightly improved when the WL data
are included. The upper bound on the total neutrino mass
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FIG. 4. The contours show the marginalized constraints
(68% and 95% CL) for the ðPm!;!m0Þ subspace, obtained by
fitting the WMAP5 data to the "CDM model with finite-mass
neutrinos.
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FIG. 5 (color online). The improvement in parameter con-
straints for ð!m0;

P
m!Þ obtained by combining the CFHT WL

data with WMAP5 (smaller contours), in comparison with the
constraints for WMAP5 alone (black). The accuracy of the !m0

determination is improved by adding the WL constraint, because
the WL amplitude is sensitive to !m0 as can be found from
Eq. (1). However, the constraint on #m! remains almost un-
changed due to parameter degeneracies in the WL information.
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•Heymans et al 2013
•154 deg2

•ng=11/arcmin2

•shape measurement = Lensfit (model fitting)
•6 redshift bins
•intrinsic alignment - 1 parameter model
•covariance matrix from numerical simulation

CFHTLenS: tomographic weak lensing 2437

a perfect ellipse with an axial ratio β and orientation φ is defined
as
(

ϵ1

ϵ2

)
= β − 1

β + 1

(
cos 2φ

sin 2φ

)
. (3)

There are a range of different two-point statistics that have been
proposed to extract weak lensing information from the data (see
Schneider et al. 2002; Schneider, Eifler & Krause 2010 for a com-
prehensive discussion of the relationship between these statistics).
These statistics, however, all stem from a base measurement of the
observed angular two-point correlation function ξ̂± which can be
estimated from two redshift bins, i and j, from the data as follows:

ξ̂
ij
± (θ ) =

∑
wawb

[
ϵi
t (xa)ϵj

t (xb) ± ϵi
×(xa)ϵj

×(xb)
]

∑
wawb

. (4)

Here, the weighted sum, using inverse variance weights w, is taken
over galaxy pairs with angular separation |xa − xb| = θ . The tan-
gential and cross-ellipticity parameters ϵt, × are the ellipticity pa-
rameters in equation (3) rotated into the reference frame joining
each pair of correlated objects. In this paper, we only focus on this
statistic, referring the reader to Kilbinger et al. (2013) who present
a non-tomographic analysis of CFHTLenS using a wide range of
different two-point statistics. This analysis demonstrates that for
CFHTLenS, the cosmological parameter constraints are insensitive
to the two-point statistic adopted for the analysis.

The two-point shear correlation function ξ±(θ )GG is related to
the underlying non-linear matter power spectrum Pδ that we wish
to probe, with

ξ
ij
± (θ )GG = 1

2π

∫
dℓ ℓ P ij

κ (ℓ) J±(ℓθ ) , (5)

where J±(ℓθ ) is the zeroth (for ξ+) and fourth (for ξ−) order Bessel
function of the first kind. Pκ (ℓ) is the convergence power spectrum
at angular wavenumber ℓ

P ij
κ (ℓ) =

∫ wH

0
dw

qi(w)qj (w)
[fK (w)]2

Pδ

(
ℓ

fK (w)
, w

)
, (6)

where fK(w) is the angular diameter distance out to the comoving
radial distance, w, and wH is the horizon distance. The lensing
efficiency function, qi(w), for a redshift bin i, is given by

qi(w) = 3H 2
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where ni(w) dw is the effective number of galaxies in dw in redshift
bin i, normalized so that

∫
ni(w) dw = 1. a(w) is the dimensionless

scale factor, H0 is the Hubble parameter and )m the matter density
parameter at z = 0. For more details see Bartelmann & Schneider
(2001) and references therein.

3.2 Non-linear intrinsic alignment model

In this paper, we adopt the non-linear intrinsic alignment model
developed by Bridle & King (2007) to parametrize the contribution
of intrinsic alignments to our tomographic shear measurement. This
model is a simplified version of the linear tidal field alignment model
derived analytically by Hirata & Seljak (2004), based on the earlier
work of Catelan et al. (2001). Bridle & King (2007) choose to make
one key addition to this model by replacing the linear matter power
spectrum with a non-linear power spectrum, hence the name, non-
linear intrinsic alignment model. This modification to the original
model was motivated by comparisons of the model predictions to
measurements of intrinsic alignments from data (Mandelbaum et al.

2006) and simulations (Heymans et al. 2004), and the desire to make
the linear tidal field alignment model more realistic on small scales.
This model has since been adopted by several observational analyses
(Kirk et al. 2010; Joachimi et al. 2011; Mandelbaum et al. 2011),
as it has the useful property that with only a single parameter A,
both the II and GI contribution to the shear correlation function can
be predicted. The non-linear intrinsic alignment II and GI power
spectra are related to the non-linear matter power spectrum as

PII(k, z) = F 2(z)Pδ(k, z) PGI(k, z) = F (z)Pδ(k, z) , (8)

where the redshift- and cosmology-dependent modification to the
power spectrum is given by

F (z) = −AC1ρcrit
)m

D(z)
. (9)

Here ρcrit is the critical density at z = 0 and D(z) is the linear growth
factor normalized to unity today. We follow Joachimi et al. (2011)
by parametrizing the amplitude of F(z) with a free dimensionless
amplitude parameter, A, and a fixed normalization constant C1 =
5 × 10−14 h−2 M−1

⊙ Mpc3. The value of C1 is chosen so that the
model matches the observational results of Brown et al. (2002)
such that the fiducial model for our analysis will assume A = 1. In
this case, the GI term is negative and acts to decrease the overall
signal. The II term, however, is always positive, independent of
the sign of A, and acts to increase the overall signal. We note
that F(z) differs from Bridle & King (2007), as we incorporate
the redshift-dependent corrections to the linear tidal field alignment
model reported in Hirata & Seljak (2010) and Joachimi et al. (2011).

The II and GI contributions to the observed two-point correlation
function are analogous to the GG contribution from equation (5),

ξ
ij
± (θ )II,GI = 1

2π

∫
dℓ ℓC

ij
II,GI(ℓ) J±(ℓθ ) , (10)

with the convergence power spectrum Pκ replaced by the projected
GI power spectrum CGI or projected II power spectrum CII,

C
ij
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where the projection takes into account the effective number of
galaxies n(w), and, in the case of GI correlations, the lensing ef-
ficiency qi(w) (equation 7). Consider two non-overlapping distinct
redshift bins, such that ni(w)nj(w) = 0 for all w. As the II term
comes from physically close galaxy pairs, we find for these non-
overlapping bins CII = 0, as expected. The GI term comes from the
correlation of background shear with foreground intrinsic elliptici-
ties. For the same two non-overlapping bins, with the mean redshift
of bin j greater than the mean redshift of bin i, we see that only the
ni(w)qj(w) term in the projection is non-zero, again as expected for
GI. In practice, however, we will find that statistical and catastrophic
errors in photometric redshift estimation will result in some level of
overlap between all the bins, so we expect some contribution from
II and GI between all our tomographic bin combinations.

Following from equation (2), we can now relate the observed two-
point ellipticity correlation function (equation 4) to the two-point
shear correlation function that we wish to measure (GG term, see
equation 5) and the two types of intrinsic alignment contamination
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)
. (3)

There are a range of different two-point statistics that have been
proposed to extract weak lensing information from the data (see
Schneider et al. 2002; Schneider, Eifler & Krause 2010 for a com-
prehensive discussion of the relationship between these statistics).
These statistics, however, all stem from a base measurement of the
observed angular two-point correlation function ξ̂± which can be
estimated from two redshift bins, i and j, from the data as follows:
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Here, the weighted sum, using inverse variance weights w, is taken
over galaxy pairs with angular separation |xa − xb| = θ . The tan-
gential and cross-ellipticity parameters ϵt, × are the ellipticity pa-
rameters in equation (3) rotated into the reference frame joining
each pair of correlated objects. In this paper, we only focus on this
statistic, referring the reader to Kilbinger et al. (2013) who present
a non-tomographic analysis of CFHTLenS using a wide range of
different two-point statistics. This analysis demonstrates that for
CFHTLenS, the cosmological parameter constraints are insensitive
to the two-point statistic adopted for the analysis.

The two-point shear correlation function ξ±(θ )GG is related to
the underlying non-linear matter power spectrum Pδ that we wish
to probe, with
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where J±(ℓθ ) is the zeroth (for ξ+) and fourth (for ξ−) order Bessel
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where ni(w) dw is the effective number of galaxies in dw in redshift
bin i, normalized so that
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ni(w) dw = 1. a(w) is the dimensionless

scale factor, H0 is the Hubble parameter and )m the matter density
parameter at z = 0. For more details see Bartelmann & Schneider
(2001) and references therein.

3.2 Non-linear intrinsic alignment model

In this paper, we adopt the non-linear intrinsic alignment model
developed by Bridle & King (2007) to parametrize the contribution
of intrinsic alignments to our tomographic shear measurement. This
model is a simplified version of the linear tidal field alignment model
derived analytically by Hirata & Seljak (2004), based on the earlier
work of Catelan et al. (2001). Bridle & King (2007) choose to make
one key addition to this model by replacing the linear matter power
spectrum with a non-linear power spectrum, hence the name, non-
linear intrinsic alignment model. This modification to the original
model was motivated by comparisons of the model predictions to
measurements of intrinsic alignments from data (Mandelbaum et al.

2006) and simulations (Heymans et al. 2004), and the desire to make
the linear tidal field alignment model more realistic on small scales.
This model has since been adopted by several observational analyses
(Kirk et al. 2010; Joachimi et al. 2011; Mandelbaum et al. 2011),
as it has the useful property that with only a single parameter A,
both the II and GI contribution to the shear correlation function can
be predicted. The non-linear intrinsic alignment II and GI power
spectra are related to the non-linear matter power spectrum as

PII(k, z) = F 2(z)Pδ(k, z) PGI(k, z) = F (z)Pδ(k, z) , (8)

where the redshift- and cosmology-dependent modification to the
power spectrum is given by

F (z) = −AC1ρcrit
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D(z)
. (9)

Here ρcrit is the critical density at z = 0 and D(z) is the linear growth
factor normalized to unity today. We follow Joachimi et al. (2011)
by parametrizing the amplitude of F(z) with a free dimensionless
amplitude parameter, A, and a fixed normalization constant C1 =
5 × 10−14 h−2 M−1

⊙ Mpc3. The value of C1 is chosen so that the
model matches the observational results of Brown et al. (2002)
such that the fiducial model for our analysis will assume A = 1. In
this case, the GI term is negative and acts to decrease the overall
signal. The II term, however, is always positive, independent of
the sign of A, and acts to increase the overall signal. We note
that F(z) differs from Bridle & King (2007), as we incorporate
the redshift-dependent corrections to the linear tidal field alignment
model reported in Hirata & Seljak (2010) and Joachimi et al. (2011).

The II and GI contributions to the observed two-point correlation
function are analogous to the GG contribution from equation (5),
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where the projection takes into account the effective number of
galaxies n(w), and, in the case of GI correlations, the lensing ef-
ficiency qi(w) (equation 7). Consider two non-overlapping distinct
redshift bins, such that ni(w)nj(w) = 0 for all w. As the II term
comes from physically close galaxy pairs, we find for these non-
overlapping bins CII = 0, as expected. The GI term comes from the
correlation of background shear with foreground intrinsic elliptici-
ties. For the same two non-overlapping bins, with the mean redshift
of bin j greater than the mean redshift of bin i, we see that only the
ni(w)qj(w) term in the projection is non-zero, again as expected for
GI. In practice, however, we will find that statistical and catastrophic
errors in photometric redshift estimation will result in some level of
overlap between all the bins, so we expect some contribution from
II and GI between all our tomographic bin combinations.

Following from equation (2), we can now relate the observed two-
point ellipticity correlation function (equation 4) to the two-point
shear correlation function that we wish to measure (GG term, see
equation 5) and the two types of intrinsic alignment contamination
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There are a range of different two-point statistics that have been
proposed to extract weak lensing information from the data (see
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prehensive discussion of the relationship between these statistics).
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estimated from two redshift bins, i and j, from the data as follows:

ξ̂
ij
± (θ ) =

∑
wawb

[
ϵi
t (xa)ϵj

t (xb) ± ϵi
×(xa)ϵj

×(xb)
]

∑
wawb

. (4)

Here, the weighted sum, using inverse variance weights w, is taken
over galaxy pairs with angular separation |xa − xb| = θ . The tan-
gential and cross-ellipticity parameters ϵt, × are the ellipticity pa-
rameters in equation (3) rotated into the reference frame joining
each pair of correlated objects. In this paper, we only focus on this
statistic, referring the reader to Kilbinger et al. (2013) who present
a non-tomographic analysis of CFHTLenS using a wide range of
different two-point statistics. This analysis demonstrates that for
CFHTLenS, the cosmological parameter constraints are insensitive
to the two-point statistic adopted for the analysis.

The two-point shear correlation function ξ±(θ )GG is related to
the underlying non-linear matter power spectrum Pδ that we wish
to probe, with
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where fK(w) is the angular diameter distance out to the comoving
radial distance, w, and wH is the horizon distance. The lensing
efficiency function, qi(w), for a redshift bin i, is given by
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where ni(w) dw is the effective number of galaxies in dw in redshift
bin i, normalized so that
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ni(w) dw = 1. a(w) is the dimensionless

scale factor, H0 is the Hubble parameter and )m the matter density
parameter at z = 0. For more details see Bartelmann & Schneider
(2001) and references therein.

3.2 Non-linear intrinsic alignment model

In this paper, we adopt the non-linear intrinsic alignment model
developed by Bridle & King (2007) to parametrize the contribution
of intrinsic alignments to our tomographic shear measurement. This
model is a simplified version of the linear tidal field alignment model
derived analytically by Hirata & Seljak (2004), based on the earlier
work of Catelan et al. (2001). Bridle & King (2007) choose to make
one key addition to this model by replacing the linear matter power
spectrum with a non-linear power spectrum, hence the name, non-
linear intrinsic alignment model. This modification to the original
model was motivated by comparisons of the model predictions to
measurements of intrinsic alignments from data (Mandelbaum et al.

2006) and simulations (Heymans et al. 2004), and the desire to make
the linear tidal field alignment model more realistic on small scales.
This model has since been adopted by several observational analyses
(Kirk et al. 2010; Joachimi et al. 2011; Mandelbaum et al. 2011),
as it has the useful property that with only a single parameter A,
both the II and GI contribution to the shear correlation function can
be predicted. The non-linear intrinsic alignment II and GI power
spectra are related to the non-linear matter power spectrum as

PII(k, z) = F 2(z)Pδ(k, z) PGI(k, z) = F (z)Pδ(k, z) , (8)

where the redshift- and cosmology-dependent modification to the
power spectrum is given by
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Here ρcrit is the critical density at z = 0 and D(z) is the linear growth
factor normalized to unity today. We follow Joachimi et al. (2011)
by parametrizing the amplitude of F(z) with a free dimensionless
amplitude parameter, A, and a fixed normalization constant C1 =
5 × 10−14 h−2 M−1

⊙ Mpc3. The value of C1 is chosen so that the
model matches the observational results of Brown et al. (2002)
such that the fiducial model for our analysis will assume A = 1. In
this case, the GI term is negative and acts to decrease the overall
signal. The II term, however, is always positive, independent of
the sign of A, and acts to increase the overall signal. We note
that F(z) differs from Bridle & King (2007), as we incorporate
the redshift-dependent corrections to the linear tidal field alignment
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where the projection takes into account the effective number of
galaxies n(w), and, in the case of GI correlations, the lensing ef-
ficiency qi(w) (equation 7). Consider two non-overlapping distinct
redshift bins, such that ni(w)nj(w) = 0 for all w. As the II term
comes from physically close galaxy pairs, we find for these non-
overlapping bins CII = 0, as expected. The GI term comes from the
correlation of background shear with foreground intrinsic elliptici-
ties. For the same two non-overlapping bins, with the mean redshift
of bin j greater than the mean redshift of bin i, we see that only the
ni(w)qj(w) term in the projection is non-zero, again as expected for
GI. In practice, however, we will find that statistical and catastrophic
errors in photometric redshift estimation will result in some level of
overlap between all the bins, so we expect some contribution from
II and GI between all our tomographic bin combinations.

Following from equation (2), we can now relate the observed two-
point ellipticity correlation function (equation 4) to the two-point
shear correlation function that we wish to measure (GG term, see
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Figure 1. Tomographic redshift distribution. The upper panel shows the
effective weighted number of galaxies as a function of their maximum
posterior photometric redshift estimate, separated into six tomographic bins
within 0.2 < zBPZ < 1.3. The effective weighted number of galaxies in each
redshift bin is constant. The lower panel shows the redshift distribution for
each selected bin as estimated from the weighted sum of the photometric
redshift probability distributions P(z).

different estimators, the binning in the upper panel is chosen to be
significantly finer than the typical CFHTLenS photometric redshift
error σ z ∼ 0.04(1 + z) (Hildebrandt et al. 2012). The fine struc-
ture revealed by this binning therefore illustrates redshift focusing
effects arising from the photometric redshift measurement, not true
physical structures. Accurate measurements of P(z) for each galaxy
allows us to fully account for these focusing effects, in addition to
overlapping redshift distributions and catastrophic redshift outliers
in our analysis [see Benjamin et al. (2013) for detailed analysis of
the P(z) used in this analysis]. For our intrinsic alignment analysis,
it is particularly important to quantify the degree of overlap between
redshift bins as the II term is only significant for physically close
galaxy pairs. It is therefore the summed P(z) redshift distributions
displayed in the lower panel of Fig. 1 that we use in this analysis.

3.5 Population Monte Carlo sampling likelihood
analysis method

In this study, we perform a Bayesian likelihood analysis of
CFHTLenS and the auxiliary data, discussed in Section 2, to con-
strain the parameters of a range of cosmological models. To cal-
culate the likelihood values we use the Population Monte Carlo
sampling software COSMOPMC4 (Kilbinger et al. 2011), modified to
include an optional simultaneous fit of cosmic shear and the intrin-
sic alignment model outlined in Section 3.2. Future releases of this
software package will include this option. The Population Monte
Carlo method is described in Wraith et al. (2009) along with a com-
parison to the more standard Markov chain Monte Carlo method
for cosmological parameter estimation. We also refer the reader to
a detailed discussion of the COSMOPMC analysis of 2D CFHTLenS
cosmic shear data in Kilbinger et al. (2013) for further information
about the methodology.

We assume a matter power spectrum derived from the Eisenstein
& Hu (1998) transfer function with a Smith et al. (2003) non-linear
correction. For dark energy cosmologies, where the equation of state
of dark energy parameter, w0 ̸= −1, a modulation of the non-linear

4 COSMOPMC: www.cosmopmc.info

power is required (McDonald, Trac & Contaldi 2006) which we ap-
ply using of the scaling correction from Schrabback et al. (2010) and
Refregier et al. (2011). The Smith et al. (2003) halo-model prescrip-
tion for the non-linear correction has been calibrated on numerical
simulations and shown to be accurate to between 5 and 10 per cent
over a wide range of k scales (Eifler 2011) and found to be of suffi-
cient accuracy for the statistical power of CFHTLenS (Vanderveld
et al. 2012). Whilst our assumed transfer function includes baryonic
oscillations on large scales, we are unable to include the uncertain
effects of baryons on small physical scales. Semboloni et al. (2011)
present an analysis of cosmological hydrodynamic simulations to
quantify the effect of baryon physics on the weak gravitational
lensing shear signal, using a range of different baryonic feedback
models. For the ξ+ angular scales we use, we would expect baryons
to induce at most an ∼10 per cent decrease in the signal relative
to a dark matter only Universe, in the mid-to-high redshift tomo-
graphic bins where our highest signal-to-noise measurements are
made. This is assuming the ‘AGN feedback’ model which leads to
the largest changes in the matter power spectrum of the simulations
that were studied by Semboloni et al. (2011), where we note that this
scenario is the one that matches observed gas fractions in groups.
In the cosmological analysis that follows, we present an additional
conservative analysis where the tomographic data most susceptible
to significant errors caused by baryonic or non-linear effects are
removed (see Benjamin et al. 2013 for further discussion). If signif-
icant errors exist, however, the inclusion and marginalization over
the intrinsic alignment amplitude A in our analysis, which modu-
lates the amplitude of the observed shear power spectrum, should
work to some extent, to reduce the impact of these effects in addition
to mitigating contamination by intrinsic galaxy alignments.

We use COSMOPMC to analyse CFHTLenS and WMAP7 indepen-
dently. For the combined results with BOSS and our assumed H0

prior from R11, we importance-sample the WMAP7-only likelihood
chain, multiplying each sample point with the CFHTLenS, BOSS
and R11 posterior probability. For our CFHTLenS-only flat #CDM
analysis, we limit our parameter set to the matter density parameter,
$m, the amplitude of the matter power spectrum controlled by σ 8,
the baryon density parameter $b, the Hubble parameter h and the
power spectrum spectral index ns. With WMAP7, we also include
into the parameter set the reionization optical depth τ , the Sunyaev–
Zel’dovich template amplitude ASZ and the primordial amplitude of
the matter perturbations &2

R, from which we derive σ 8. The equa-
tion of state of dark energy parameter w0 and dark energy density
parameter $de are also included for non-flat or non-# cosmological
models. We use flat priors throughout which are broad enough to
cover the full 3σ posterior distribution in each parameter direction
for each combination of data. Throughout the paper, we quote and
plot 68 and 95 per cent Bayesian confidence or credibility regions.
These regions contain 68 and 95 per cent of the posterior proba-
bility determined from the multidimensional distribution of points
from the PMC parameter sample. All figures showing the result-
ing joint-constraints on two parameters, are marginalized over the
multidimensional parameter space that is not shown.

4 R ESULTS

Fig. 2 presents the observed two-point correlation function ξ̂
ij
+ (θ )

for every tomographic bin combination in our chosen six redshift
bin analysis. With Nt tomographic bins, there are Nt(Nt + 1)/2 in-
dependent combinations or 21 combinations in our case. The panels
show the different ij bin combinations, ordered with increasing red-
shift bin i from left to right, and increasing redshift bin j from lower
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Figure 2. The observed two-point correlation function ξ̂
ij
+ (θ ). The panels show the different ij redshift bin combinations, ordered with increasing redshift bin

i from left to right, and increasing redshift bin j from lower to upper. Refer to Table 1 for the redshift ranges of each tomographic bin. The errors are estimated
from an analysis of N-body lensing simulations as discussed in Section 3.3. The theoretical curves show our fiducial total GG+GI+II signal as a solid line.
When distinguishable from the total, the GG only signal is shown dashed. The magnitude of the GI signal is shown dot–dashed (our fiducial GI model has a
negative anti-correlated signal) and the II signal is shown dotted, where the amplitude is more than 10−7. The results of the broad two-bin tomographic analysis
of Benjamin et al. (2013) are shown in the lower right corner.

to upper, where the redshift distributions of each bin are shown
and tabulated in Section 3.4. The autocorrelated bins lie along the
diagonal. The data points are calculated using the shear correla-
tion function estimator in equation (4), correlating pairs of galaxies
within the full mosaic catalogue for each of the four CFHTLS
fields. The measurements from each field are then combined using
a weighted average, where the field weight is given by the effective
number of galaxy pairs in each angular bin. Note that the results for
each ij bin from each field were found to be noisy but consistent
[see Kilbinger et al. (2013) for measurements of the higher signal-
to-noise 2D shear correlation function for each CFHTLS field]. The
errors, which include sample variance, are estimated from an anal-
ysis of N-body lensing simulations as discussed in Section 3.3. We
remind the reader that the data are highly correlated, particularly
in the low-redshift bins. The theoretical curves show our fiducial
WMAP7 best-fitting cosmological parameter model, with an A = 1
non-linear intrinsic alignment model, to be a good fit to the data. A
possible exception to this is data from tomographic bin combina-
tions that include the lowest redshift bin, which we discuss further
in Section 4.1. The individual components are shown; GG (dashed),

GI (dot–dashed) and II (dotted) models with the total GG+GI+II
shown as a solid line. For comparison, we also show the results of
the broad two-bin tomographic analysis of Benjamin et al. (2013)
in the lower-right corner to demonstrate the low level of II and GI
contamination expected for this high-redshift selected analysis.

4.1 Tomographic data visualization

With 21 tomographic bin combinations, two statistics ξ̂
ij
+ (θ ) and

ξ̂
ij
− (θ ) and five angular scales, we have a total of p = 210 data

points, half of which are shown in Fig. 2. In the cosmological pa-
rameter constraints that follow, it is this large data vector, and a
correspondingly large covariance matrix, that we use in the likeli-
hood analysis. Purely for improving the visualization of this large
data set, however, we propose the following method to compress
the data, motivated by the different methods of Massey et al. (2007)
and Schrabback et al. (2010).

To compress angular scales, we first calculate a WMAP7 cosmol-
ogy GG-only theory model ξ

ij
fid for each redshift bin combination
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Figure 5. Flat !CDM joint parameter constraints (68 and 95 per cent
confidence) on the amplitude of the matter power spectrum controlled by
σ 8 and the matter density parameter #m from CFHTLenS-only (pink),
WMAP7-only (blue), BOSS combined with WMAP7 and R11 (green), and
CFHTLenS combined with BOSS, WMAP7 and R11 (white).

CFHTLenS, WMAP7 and R11 (second line for each parameter)
and for CFHTLenS, WMAP7, BOSS and R11 (third line for each
parameter). For comparison, the figures in this section also show
constraints for WMAP7-only and WMAP7 combined with BOSS
and R11. We refer the reader to Komatsu et al. (2011) and Ander-
son et al. (2012) for tabulated cosmological parameter constraints
for the non-CFHTLenS combination of data sets shown, noting
that we find good agreement with their tabulated constraints. We
also refer the reader to Kilbinger et al. (2013) for CFHTLenS-
only parameter constraints for the curved and wCDM cosmological
models tested in this section. Whilst CFHTLenS currently repre-
sents the most cosmologically constraining weak lensing survey,
it spans only 154 square degrees and is therefore not expected to
have significant constraining power when considered alone. This is
demonstrated in Fig. 5 which compares parameter constraints in the
σ8−#m plane for a flat !CDM cosmology. The wide constraints
from CFHTLenS-only are shown in pink (note that the inner 68 per
cent confidence region is shown in pink in Fig. 4), in compari-
son to the tight constraints from WMAP7-only (blue). The power

of lensing, however arises from its ability to break degeneracies
in this parameter space owing to the orthogonal degeneracy direc-
tions. BOSS combined with WMAP7 and R11 is shown green and
when CFHTLenS is added in combination with BOSS, WMAP7
and R11 (white) we find the combined confidence region decreases
in area by nearly a factor of 2. As we will show in this section, the
tomographic lensing information presented in this analysis is there-
fore very powerful when used in combination with auxiliary data
sets.

The figures that follow in this section all compare constraints
for different combinations of cosmological parameters and cosmo-
logical models with the following colour-scheme: WMAP7-only
(in blue), WMAP7 combined with CFHTLenS and R11 (in pink),
WMAP7 combined with BOSS and R11 (in green) and all four data
sets in combination (in white). Comparing the green contours with
the pink contours allows the reader to gauge the relative power
of BOSS and CFHTLenS when either survey is used in combina-
tion with WMAP7 and R11. Comparing the green contours with
the white contours allows the reader to gauge the extra contribu-
tion that CFHTLenS makes to BOSS, R11 and WMAP7 in break-
ing different parameter degeneracies and constraining cosmological
parameters.

4.3.1 Constraints in the σ8−#m plane

Fig. 6 shows joint parameter constraints on the normalization of
the matter power spectrum σ 8 and the matter density parameter
#m for four cosmological models: flat !CDM, flat wCDM, curved
!CDM and curved wCDM. The comparison of the results for the
four cosmological models show the decreased WMAP7 sensitiv-
ity to these two cosmological parameters when extra freedom in
the cosmological model is introduced, such as dark energy w0 or
curvature. We find slightly tighter constraints from CFHTLenS in
combination with WMAP7 and R11 (pink), in comparison to BOSS
in combination with WMAP7 and R11 (green). The 68 per cent
confidence regions between these two survey combinations only
marginally overlap, introducing a mild tension. The constraints are
however consistent at the 95 per cent confidence level. For the matter
density parameter #m, the addition of BOSS data to the combined
CFHTLenS, WMAP7, R11 analysis typically decreases the 1σ er-
rors by ∼20 per cent across all cosmologies. For the normalization
of the matter power spectrum σ 8, however, we find that BOSS adds
little to the constraining power of CFHTLenS with WMAP7 and
R11 for the cosmological models tested. Furthermore, for a flat

Figure 6. Joint parameter constraints on the normalization of the matter power spectrum σ 8 and the matter density parameter #m from WMAP7-only (blue),
BOSS combined with WMAP7 and R11 (green), CFHTLenS combined with WMAP7 and R11 (pink) and CFHTLenS combined with BOSS, WMAP7 and R11
(white).
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CFHTLenS: tomographic weak lensing 2449

Figure 10. Compressed CFHTLenS tomographic data for an optimized
early-type galaxy intrinsic alignment measurement with autocorrelated red-
shift bins containing only early-type galaxies (circles) and cross-correlation
redshift bins containing early-type galaxies in the low-redshift bin and all
galaxy types in the high-redshift bin (filled). Different tomographic bin com-
binations ij are indicated by zpeak, the peak redshift of the lensing efficiency
for that bin. The best-fitting amplitude αij of the data relative to a fixed fidu-
cial GG-only cosmology model is shown, multiplied by the fiducial model
at θ = 1 arcmin for ξ+. The error bars show the 1σ constraints on the fit.
The data can be compared to the fiducial GG-only model, shown dotted.

matter density parameter %m can be compared.5 In the left-hand
panel, we show constraints from the two-galaxy samples split by
SED type. The early-type galaxy constraints are shown in red and
the late-type galaxy constraints are shown in blue. In the right-hand
panel, constraints are shown for the full galaxy sample in purple
and the optimized early-type intrinsic alignment analysis in pink.
The marginalized 68 per cent confidence errors on A, from the com-
bination of CFHTLenS data with WMAP7, BOSS and R11, for the
four different measurements are

Alate = 0.18+0.83
−0.82 , (17)

Aearly = 5.15+1.74
−2.32 , (18)

A
opt
early = 4.26+1.23

−1.39 , (19)

Aall = −0.48+0.75
−0.87 . (20)

We find that the intrinsic alignment amplitude of the late-type sam-
ple is consistent with zero. In contrast, the amplitude of the intrinsic
alignment model for the early-type sample is detected to be non-zero
with close to 2σ confidence. When we consider the optimized anal-
ysis, we find an even stronger detection, with an intrinsic alignment
amplitude of A = 0 for early-type galaxies ruled out with 3σ confi-
dence. The optimized early-type analysis should be considered with
some caution, however, as the tomographic redshift bins do overlap
and as such a small fraction of late-type with early-type II correla-
tion will be included in the measurement. The measurement of Aearly

should therefore be considered as our cleanest measurement of the
early-type galaxy intrinsic amplitude with the optimized A

opt
early anal-

5 Note that the constraints on cosmological parameters other than A are
consistent between the early-type and late-type analysis, and that both sets
of parameter constraints, with the exception of A, are consistent with the
full galaxy sample analysis reported in Table 3.

ysis providing us with the strongest evidence for intrinsic galaxy
alignments between early-type galaxies.

5.1 Discussion

Our constraints show the same broad findings as other studies;
intrinsic alignments are dependent on galaxy type. As previous
studies have focused on specific galaxy samples at fixed redshifts,
however, it is difficult to compare our constraints directly. With that
caveat we can, however, comment on literature results from galaxy
samples that are the most comparable. Our late-type sample is most
similar in its properties to the blue galaxies from the WiggleZ
survey analysed in Mandelbaum et al. (2011). Their null detection
is in agreement with our late-type galaxy results. Our early-type
sample is most similar in terms of luminosity and redshift to the
MegaZ-LRG sample analysed in Joachimi et al. (2011). The best-
fitting values 4 ! A ! 6 for a range of different types of LRG galaxy
selection with an error of ∼1 are in very good agreement with our
early-type galaxy results.

For the full galaxy sample, there is an indication that negative
values of A are preferred. For flat cosmologies, A is negative at
the 1.4σ level when the CFHTLenS data are combined only with
WMAP7 and R11 (see Table 3 for constraints on A for the full
galaxy sample for different cosmologies and data combinations).
Whilst we emphasize that this result is not statistically significant it
is however worth commenting on what this finding could mean. In
the conventional intrinsic alignment model, the GI signal is negative
and scales with A. The II signal is positive and scales with A2.
Finding A < 0, however, implies the data prefer a GI+II signal that
is more positive than the conventional model would predict. This
suggests that future surveys with lower statistical errors should aim
to fit independent amplitudes to the GI and II signals as the interplay
between the two effects may be more complex than the linear tidal
field alignment model suggests.

It is also interesting to comment on the decrease in the amplitude
of the best-fitting intrinsic alignment signal when early- and late-
type galaxies are combined. If detected in future surveys at higher
significance, this would indicate a complex interplay between the
two galaxy types. It has long been thought that the reason for the
difference between the intrinsic alignments of early- and late-type
galaxies lies in the different mechanisms at play during galaxy for-
mation. The intrinsic alignment model we use in this analysis is
based on linear theory. A more traditional galaxy formation sce-
nario for late-type galaxies, however, is tidal-torque theory where it
is the angular momentum of the dark matter field that induces galaxy
spin and hence intrinsic galaxy alignments (see Schäfer 2009, and
references therein). The simple hypothesis, presented in Heymans
et al. (2006), is that the intrinsic alignment of early-type galaxies
is a result of ellipticity deformations due to the linear tidal field, in
contrast to late-type galaxies whose alignment results from angu-
lar momentum-induced ellipticity alignments (van den Bosch et al.
2002). This hypothesis is in good agreement with recent observa-
tions of galaxy-type dependence in the intrinsic alignment signal,
as halo angular momentum is proportional to the square of the tidal
shear, and the induced galaxy alignments therefore correlate over
much shorter ranges compared to alignments directly caused by the
linear tidal shear (Catelan et al. 2001).

In addition to the linear model used throughout this paper, Hirata
& Seljak (2004) also investigate the GI signal expected from an
intrinsic alignment model where the galaxy ellipticity is propor-
tional to the square of the tidal field. In this case, the GI signal is
expected to be zero. As our galaxy sample is dominated by late-type
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Figure 11. Joint parameter constraints on the amplitude of the intrinsic alignment model A and the matter density parameter !m from CFHTLenS combined
with WMAP7, BOSS and R11. In the left-hand panel, the constraints can be compared between two-galaxy samples split by SED type, (early type in red and
late type in blue). In the right-hand panel, we present constraints from an optimized analysis to enhance the measurement of the intrinsic alignment amplitude
of early-type galaxies (pink). The full sample, combining early and late-type galaxies, produces an intrinsic alignment signal that is consistent with zero (shown
purple). A flat "CDM cosmology is assumed.

galaxies, the majority of correlated galaxy pairs in our analysis from
different redshift bins will include a late-type foreground galaxy.
Combining the findings of Hirata & Seljak (2004) with our simple
hypothesis that late-type intrinsic galaxy alignment is caused by
halo angular momentum-induced alignments leads to an expected
zero GI measurement on average. In autocorrelated tomographic
bins, however, the stronger galaxy clustering of early-type galaxies
will mean that at small angular scales, there is a higher proportion
of close early-type galaxy pairs in the measurement, compared to
the numbers of early-type and late-type foreground galaxies that
contribute to the GI signal. This therefore boosts the true II signal
in autocorrelated bins over the amplitude that would be predicted
from GI-only constraints from a mixed galaxy population.

The linear tidal field alignment model used in this analysis could
compensate for these different galaxy-type contributions to the II
and GI signal by favouring a small but negative value for A. In
this case, the GI signal in the cross-correlation bins is positive but
sufficiently weak to provide a reasonable fit to the GI = 0 model
signal expected from the dominant late-type galaxy population. In
the autocorrelated bins, the additional true positive II signal from the
clustered early-type galaxies is then represented in the model fit, not
by the model II signal, but the positive GI signal. If A was positive
and less than unity, there would still be a reasonable weak but now
negative fit to the GI = 0 model in the cross-correlation bins. In the
autocorrelated bins, however, there would not be sufficient signal in
the combined II+GI model to represent the extra II power arising
from the clustered early-type sample.

Based on this discussion, we can conclude that our constraints
for the full sample favouring a slightly negative value for A fits
our simple hypothesis that early-type galaxy alignment results from
the linear tidal field and late-type galaxy alignment results from
angular momentum-induced correlations. The next generation of
weak lensing surveys will have the statistical power to test this
hypothesis further.

6 C O N C L U S I O N S

The CFHTLenS represents the current state of the art in cosmo-
logical weak lensing data analysis from the applied weak lensing

optimized data reduction, shear and photometric redshift measure-
ment methods, through to the robust systematic error analysis and
error quantification of the resulting shear and redshift catalogue.
Spanning 154 square degrees, CFHTLenS is currently the largest
deep weak lensing survey in existence permitting the tightest cos-
mological constraints from weak gravitational lensing. In this paper,
we present the first multiredshift bin, or tomographic, weak lensing
analysis to mitigate the contamination to the measured two-point
shear correlation function through the simultaneous fit of a cosmo-
logical model with an intrinsic galaxy alignment model. Combin-
ing the tomographic CFHTLenS data with auxiliary cosmological
probes, the CMB with data from WMAP7, baryon acoustic oscilla-
tions with data from BOSS and a prior on the Hubble constant from
the HST distance ladder, we have improved constraints on a range
of cosmological parameters for a standard flat "CDM model, in
addition to curved and dark energy models. We constrain the am-
plitude of the matter power spectrum σ 8 = 0.799 ± 0.015 and the
matter density parameter !m = 0.271 ± 0.010 for a flat "CDM
cosmology. For a flat wCDM cosmology, we constrain the dark en-
ergy equation-of-state parameter w = −1.02 ± 0.09. In general, we
find tighter constraints from the combination of CFHTLenS with
WMAP7 and R11 than from BOSS with WMAP7 and R11, and we
find that the addition of BOSS to CFHTLenS with WMAP7 and
R11 only significantly improves constraints on the matter density
parameter !m, for all cosmologies tested. Constraints on the other
parameters are only shown to significantly improve when a curved
wCDM model is considered. Finding consistent results, however,
between these two very different probes of cosmology suggests a
bright future for studies of the ‘Dark Universe’ with weak lensing
and baryon acoustic oscillations.

Tomographic weak lensing has long been recognized as a pow-
erful tool to constrain dark energy by detecting the influence dark
energy has on the growth of structure in addition to the distance–
redshift relationship. One astrophysical source of uncertainty that
mimics cosmological weak lensing is the intrinsic alignment of
neighbouring galaxies. This phenomenon unfortunately reduces the
overall constraining power of tomographic weak lensing analyses
as, to ensure the cosmological constraints are unbiased, the con-
tamination from intrinsic alignments must be considered. In this
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Each of these contributions can be written as integrals
over appropriate window functions and power spectra,

Cij
GGðlÞ ¼

Z
χhor

0

dz
z2

giðzÞgjðzÞPδδðk; zÞ; ðA2Þ

Cij
IIðlÞ ¼

Z
χhor

0

dz
z2

niðzÞnjðzÞPIIðk; zÞ; ðA3Þ

Cij
GIðlÞ ¼

Z
χhor

0

dz
z2

giðzÞnjðzÞPGIðk; zÞ; ðA4Þ

where giðzÞ is the lensing efficiency function, niðzÞ is the
redshift distribution of the galaxies in tomographic bin i
and we have assumed the Limber approximation. The
details of any chosen IA model are encoded in the auto- and
cross-power spectra, PII and PGI.
Within the tidal alignment paradigm of IAs (see

Joachimi et al. [116], Kiessling et al. [117], Kirk et al.
[118], Troxel and Ishak [119] for general reviews of IAs),
the leading-order correlations define the linear alignment
(LA) model [120]. In the LA model predictions for the II
and GI terms give

PIIðk; zÞ ¼ F2ðzÞPδδðk; zÞ; PGIðk; zÞ ¼ FðzÞPδδðk; zÞ;
ðA5Þ

where

FðzÞ ¼ −AC1ρcrit
Ωm

DðzÞ
: ðA6Þ

ρcrit is the critical density at z ¼ 0, C1 ¼ 5 ×
10−14h−2M−1⊙ Mpc3 is a normalization amplitude
[33,121,122], and A, the dimensionless amplitude, is the
single free parameter. DðzÞ is the growth function. In
the case where redshift dependence for IA is included, the
amplitude is

Fðz; ηotherÞ ¼ −AC1ρcrit
Ωm

DðzÞ

!
1þ z
1þ z0

"
ηother

: ðA7Þ

In the LA alignment paradigm galaxy intrinsic align-
ments are sourced at the epoch of galaxy formation and
do not undergo subsequent evolution, as such they are
unaffected by nonlinear clustering at late times, and the
Pδδðk; zÞ that enter Eq. (A5) are linear matter power
spectra. Our fiducial model, the nonlinear alignment
(NLA) model, simply replaces the linear power spectra
with their nonlinear equivalents, Pnl

δδ, wherever they
occur, increasing the power of IAs on small scales.
This simple ansatz has no physical motivation under
the LA paradigm, but it has been shown to agree better
with data [33,87]. The nonlinear power spectra are
calculated using the Takahashi et al. [56] version of
the HALOFIT formalism [123].
We also consider a model called the complete tidal

alignment (CTA) model [88]. This model includes all terms
that contribute at next-to-leading order in the tidal align-
ment scenario, while also smoothing the tidal field. The
equivalent II and GI terms

PGIðk; zÞ ¼ FCTAðzÞ
#
PNLðk; zÞ þ

58

105
b1σ2SPlin þ b1P0j0E

$
;

PIIðk; zÞ ¼ F2
CTAðzÞ

#
PNLðk; zÞ þ

116

105
b1σ2SPlin

þ 2b1P0j0E þ b21P0Ej0E

$
; ðA8Þ

where b1 is the linear bias of the source sample (approxi-
mated to be b1 ¼ 1 for our sample), σ2S is the variance of the
density field, smoothed in Fourier space at a comoving
scale of k ¼ 1 h−1Mpc, corresponding to roughly the
Lagrangian radius of a dark matter halo. P0j0E and
P0Ej0E are OðP2

linÞ terms that arise from weighting the
intrinsic shape field by the source density. The amplitude of
the CTA model is given by

FCTA ¼ −AC1ρcritΩmð1þ zÞ
!
1þ 58

105
b1σ2S

"−1
: ðA9Þ
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lower panels of Fig. 3. In order to compute the covariance
matrix of these measurements, we use the same procedure
in the mock catalogs as for the nontomographic case,
except that we use the tomographic redshift distributions to
assign the mock galaxies to different tomographic bins. We
additionally draw the shape noise in the mock from only the
galaxies in the data in the same tomographic bin. We find
overall tomographic cosmic shear detections of 9.7σ and
7.0σ for NGMIX and IM3SHAPE, respectively. Note that the

NGMIX catalog has more sources and extends to slightly
higher redshift on average, yielding higher significance
detections of cosmic shear. We have chosen three tomo-
graphic bins as a compromise between gaining signal-to-
noise in the data and having too many data points in order
to use the mocks to compute the covariance matrix of
the data.
In Figs. 1 and 2, the solid black line shows the expected

amplitude and shape of the shear correlation functions in

FIG. 2. The measured shear correlation functions ξþ=− times θ in six angular bins and three tomographic bins for the NGMIX shape
catalog (left) and IM3SHAPE shape catalog (right). The tomographic bins correspond to those shown in Fig. 3, z ≈ 0.30–0.55, 0.55–0.83,
0.83–1.30, and are labeled from 1 to 3, increasing with redshift. Thus, panel “3-2” shows the cross-correlation between the highest and
middle redshift bins. The error bars show the 1σ uncertainties from the mock catalogs with the appropriate level of shape noise for each
shear pipeline. As in Fig. 1, the black solid lines show the predictions from our fiducial ΛCDM model—not chosen to fit the data.

FIG. 3. The estimated redshift distributions from SkyNet for the NGMIX shape catalog (left) and the IM3SHAPE shape catalog (right). The
full nðzÞ for objects with mean redshifts in the redshift range 0.3 < z̄ < 1.3 (top) and the nðzÞ for three tomographic bins (bottom) are
shown. The redshift distributions are estimated by summing and rescaling the photometric redshift probability distributions for each
galaxy in the tomographic bin using the weights applied to the shear catalog.
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correlation functions measured in three tomographic
bins, is shown in Fig. 1. The redshift bins used span:
(1) 0.3 < z < 0.55, (2) 0.55 < z < 0.83, and (3) 0.83 <
z < 1.30.
Be15 carry out a suite of systematics tests at the two-

point level using ξ! estimates and find the shear measure-
ments suitable for the analysis described in this paper. They
also calculate PolSpice [59] pseudo-Cl estimates of the
convergence power spectrum and Fourier band power
estimates derived from linear combinations of ξ! values
[60]. In Sec. IVAwe compare cosmology constraints using
our fiducial estimators, ξ!, to constraints using these.
Be15 estimate covariances of the two-point functions

using both 126 simulated mock surveys and the halo model.
The halo model covariance was computed from the

COSMOLIKE covariance module [61]. It neglects the exact
survey mask by assuming a simple symmetric geometry,
but unlike the mock covariance it does not suffer from
statistical uncertainties due to the estimation process. The
126 simulated mock surveys were generated from 21 large
N-body simulations and hence include halo-sample vari-
ance, and the correct survey geometry. Taylor et al. [62] and
Dodelson and Schneider [63] explore the implications on
parameter constraints of noise in the covariance matrix
estimate due to having a finite number of independent
simulated surveys. The fiducial data vector used in this
analysis has 36 data points, hence we can expect our
reported parameter error bars to be accurate to ∼18% (see
Be15). Be15 use a Fisher matrix analysis to compare the
error bar on σ8ðΩm=0.3Þ0.5 from the two covariance

FIG. 1. DES SV shear two-point correlation function ξ! measurements in each of the redshift bin pairings (from Becker et al. [47]).
The 3 redshift bins ranges are 0.3 < z < 0.55, 0.55 < z < 0.83 and 0.83 < z < 1.3, and each galaxy is assigned to a redshift bin
according to the mean of its photometric redshift probability distribution (or excluded if this value is outside the above ranges).
Alternating rows are ξþ and ξ−, and the redshift bin combination is labeled in the upper right corner of each panel. The nontomographic
measurement is in the bottom left corner. The solid lines show the correlation functions computed for the best-fit Planck 2015
(TTþ lowP) base ΛCDM cosmology, using HALOFIT [55,56] to model the nonlinear matter power spectrum. The blue dashed lines
(mostly obscured by the black lines) and red dotted lines assume the same cosmology but model nonlinear scales using FrankenEmu
[57] (extended at high k using the “CEp” prescription from Harnois-Déraps et al. [43]) and a prescription based on the OWLS “AGN”
simulation [58] respectively. Points lying in grey regions are excluded from the analysis because they may be affected by either small-
scale matter power spectrum uncertainty or large-scale additive shear bias, as explained in Sec. IV B.
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estimates, and find agreement within the noise expected
from the finite number of simulations, with a larger error
bar when using the mock covariance. We believe the
analytic halo model approach is a very promising one,
which, with further validation (for example investigating
the effect of not including the exact survey geometry), has
the potential to relax the requirement of producing thou-
sands of mock surveys for future, larger weak lensing data
sets. For this study, we believe that the mock covariance,
although noisy, is the more reliable and conservative
option. We apply the correction factor to the inverse
covariance described in Hartlap et al. [64].
The analysis in this paper neglects the cosmology

dependence of the covariance, which as outlined in
Eifler et al. [65], can substantially impact parameter
constraints, depending on the depth and size of the
survey. K13 find this effect to be small for CFHTLenS
and since our data is shallower, we are confident that the
cosmology-independent noise terms dominate our statis-
tical error budget. However, we note that in regions of
cosmological parameter space far from the fiducial
cosmology assumed for the covariance i.e. in the extremes
of the banana in e.g. Fig. 2, the reported uncertainties will
be less reliable.

D. Photometric redshift estimates

The photometric redshifts used in this work are described
in Bo15. They compare four methods: Skynet [66,67], TPZ
[68], ANNz2 [69] and BPZ [70]. These methods performed
well amongst a more extensive list of methods tested in
Sánchez et al. [71]. The first three are machine learning
methods and are trained on a range of spectroscopic data;
the fourth is a template-fitting method, empirically cali-
brated relative to simulation results from Chang et al. [72]
and Leistedt et al. [73]. The validation details are described
in Bo15, including a suite of tests of the performance of
these codes with respect to spectroscopic samples, simu-
lation results, COSMOS photo-zs [74], and relative to each
other. They conclude that the photometric redshift esti-
mates of the nðzÞ of the source galaxies are accurate to
within an overall additive shift of the mean redshift of the
nðzÞ with an uncertainty of 0.05. The fiducial photometric
redshift method is chosen to be Skynet, as it performed best
in tests, but in Sec. V B we show the impact of switching to
the other methods.

III. FIDUCIAL COSMOLOGICAL CONSTRAINTS

In this section we present our headline DES SV
cosmology results from the fiducial data vector, marginal-
izing over a fiducial set of systematics and cosmology
parameters. In the later sections we examine the robustness
of our results to various changes of the data vector and
modeling of systematics.
We evaluate the likelihood of the data from the two-point

estimates and covariances presented in Be15 and the
corresponding theoretical predictions, described in
Section IVA assuming that the estimates are drawn
from a multi-variate Gaussian distribution. Key results
for this paper have been calculated with two separate
pipelines: the COSMOSIS8 [75] and COSMOLIKE [61]
frameworks. The constraints from these independent pipe-
lines agree extremely well and thus are not shown sepa-
rately. COSMOLIKE uses the Eisenstein and Hu [76]
prescription for the linear matter power spectrum
Pδðk; zÞ, and COSMOSIS uses CAMB [77]. For a vanilla
ΛCDM cosmology (Ωm ¼ 0.3, σ8 ¼ 0.8, ns ¼ 0.96,
h ¼ 0.7), we find theory predictions using CAMB and
Eisenstein and Hu [76] differ by at most 1% for the scales
and redshifts we use. For the increased statistical power of
future data sets, differences of this order will not be
acceptable.
The fiducial data vector is the real-space shear–shear

angular correlation function ξ$ðθÞ measured in three
redshift bins (hereafter bins 1, 2, 3, with ranges of
0.3 < z < 0.55, 0.55 < z < 0.83 and 0.83 < z < 1.3,
and galaxies assigned to bins according the mean of their
photometric redshift probability distribution function)

FIG. 2. Constraints on the amplitude of fluctuations σ8
and the matter density Ωm from DES SV cosmic shear (purple
filled/outlined contours) compared with constraints from Planck
(red filled contours) and CFHTLenS (orange filled, using the
correlation functions and covariances presented in Heymans et al.
[20], and the “original conservative scale cuts” described in
Sec. VI A 1). DES SV and CFHTLenS are marginalized over the
same astrophysical systematics parameters and DES SV is
additionally marginalized over uncertainties in photometric red-
shifts and shear calibration. Planck is marginalized over the 6
parameters of ΛCDM (the 5 we vary in our fiducial analysis plus
τ). The DES SV and CFHTLenS constraints are marginalized
over wide flat priors on ns, Ωb and h (see text), assuming a flat
universe. For each data set, we show contours which encapsulate
68% and 95% of the probability, as is the case for subsequent
contour plots.

8https://bitbucket.org/joezuntz/cosmosis
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It was realized early in the study of weak gravitational
lensing [37,38,80,81] that the unlensed shapes of physi-
cally close galaxies may align during galaxy formation due
to the influence of the same large-scale gravitational field.
This type of correlation was dubbed “Intrinsic-Intrinsic”, or
II. Hirata and Seljak [82] then demonstrated that a similar
effect can give rise to long-range IA correlations as back-
ground galaxies are lensed by the same structures that
correlate with the intrinsic shapes of foreground galaxies.
This gives rise to a “Gravitational-Intrinsic”, or GI,
correlation. The total measured cosmic shear signal is
the sum of the pure lensing contribution and the IA terms:

Cij
obsðlÞ ¼ Cij

GGðlÞ þ Cij
GIðlÞ þ Cij

IGðlÞ þ Cij
IIðlÞ: ð7Þ

Neglecting this effect can lead to significantly biased
cosmological constraints [33,81,83–85].
We treat IAs in the “tidal alignment” paradigm, which

assumes that intrinsic galaxy shapes are linearly related to the
tidal field [37], and thus that the additional CijðlÞ terms
above are integrals over the 3D matter power spectra. It has
been shown to accurately describe red/elliptical galaxy
alignments [83,86]. More details of all the IA models
considered in this paper can be found in Appendix.
Within the tidal alignment paradigm, the leading-order
correlations define the linear alignment (LA) model. As
our fiducial model, we use the “nonlinear linear alignment”
(NLA) model, an ansatz introduced by Bridle and King [33],
in which the nonlinear matter power spectrum, Pnl

δδðk; zÞ, is
used in place of the linear matter power spectrum, Plin

δδ ðk; zÞ,
in theLAmodel predictions for the II andGI terms.Although

it does not provide a fully consistent treatment of nonlinear
contributions to IA, the NLA model attempts to include the
contribution of nonlinear structure growth to the tidal field,
and it has been shown to provide a better fit to data at
quasilinear scales than the LA model [33,87].
We also consider a new model, described in Blazek et al.

[88], which includes all terms that contribute at next-to-
leading order in the tidal alignment scenario, while simul-
taneously smoothing the tidal field (e.g. at the Lagrangian
radius of the host halo). The effects of weighting by the
source galaxy density can be larger than the correction from
the nonlinear evolution of dark matter density. This more
complete tidal alignment model (denoted the “CTA model”
below) is described in more detail in Appendix.
The left panel of Fig. 8 shows cosmological constraints

for the fiducial (NLA), LA, and CTA models, as well as the
case in which IAs are ignored. These constraints include
marginalization over a free IA amplitude parameter, A, with
a flat prior over the range [−5, 5]. As shown by the values
in Table I and illustrated in Fig. 3, cosmological parameters
are robust to the choice of IA model. The largest departure
from the fiducial model happens when IAs are ignored
entirely. This decreases the best-fit S8 by roughly two thirds
of the 1σ uncertainty. Results for all IA models retain the
other choices of our fiducial analysis, including cuts on
scale and the choice of cosmological and other nuisance
parameters that are marginalized.
The NLA model assumes a particular evolution

with redshift, based on the principle that the alignment
of galaxy shapes is laid down at some early epoch
of galaxy formation and retains that level of alignment

FIG. 8. Left: Constraints on the clustering amplitude σ8 and the matter density Ωm from DES SV alone. The purple shaded contour
shows the constraints when our fiducial NLA model of intrinsic alignments is assumed, the green filled lines shows constraints when the
LA model is used, the dot-dashed red lines the CTA model and the blue dashed lines shows constraints when IAs are ignored. Right:
Constraints on σ8Ω0.5

m and the intrinsic alignment amplitude A from DES alone. The purple shaded contour shows the constraints when
our fiducial NLA model of intrinsic alignments is assumed with three tomographic bins, the red lines shows constraints, again using our
fiducial NLA model, but using only a single redshift bin and the green dashed contour shows our fiducial NLA model, with three
tomographic bins, but marginalized over an additional power law in redshift, where the power law index is a free parameter. Note that the
treatment of IAs in both panels assumes a prior range for the amplitude A ¼ ½−5; 5&.

COSMOLOGY FROM COSMIC SHEAR WITH DARK ENERGY … PHYSICAL REVIEW D 94, 022001 (2016)

022001-13
35



•Hildebrandt et al 2016
•450 deg2

•ng=8/arcmin2

•shape measurement = Lensfit (model fitting)
•4 redshift bins
•intrinsic alignment - 3 parameter model
•Baryon effect model - 1 parameter (Mead )
•covariance matrix from Jackknife & Num. sim.

最近の結果ーKidS-450

KiDS: Cosmological Parameters 11

⇤ scales. The conclusions reached by these alternative and
more conservative analyses however still broadly agree with
those from the base ⌅± statistical analysis (Heymans et al.
2013; Joudaki et al. 2016).

Owing to these literature results we have chosen to limit
this first cosmological analysis of KiDS-450 to the ⌅± statis-
tic, with a series of future papers to investigate alternative
statistics. In Appendix D6 we also present an E/B-mode de-
composition and analysis of KiDS-450 using the ⌅E/B statis-
tic.

4.2 Modelling intrinsic galaxy alignments

The two-point shear correlation function estimator from
Eq. 2 does not measure ⌅± directly but is corrupted by the
following terms:
⇤
⌅̂±

⌅
= ⌅± + ⌅II± + ⌅GI

± , (6)

where ⌅II± measures correlations between the intrinsic ellip-
ticities of neighbouring galaxies (known as ‘II’), and ⌅GI

±
measures correlations between the intrinsic ellipticity of a
foreground galaxy and the shear experienced by a back-
ground galaxy (known as ‘GI’).

We account for the bias introduced by the presence of
intrinsic galaxy alignments by simultaneously modelling the
cosmological and intrinsic alignment contributions to the ob-
served correlation functions ⌅̂±. We adopt the ‘non-linear lin-
ear’ intrinsic alignment model developed by Hirata & Seljak
(2004); Bridle & King (2007); Joachimi et al. (2011). This
model has been used in many cosmic shear analyses (Kirk
et al. 2010; Heymans et al. 2013; DES2015; Joudaki et al.
2016) as it provides a reasonable fit to both observations
and simulations of intrinsic galaxy alignments (see Joachimi
et al. 2015, and references therein). In this model, the non-
linear intrinsic alignment II and GI power spectra are related
to the non-linear matter power spectrum as,

PII(k, z) = F 2(z)P⇥(k, z)

PGI(k, z) = F (z)P⇥(k, z) ,
(7)

where the redshift and cosmology-dependent modifications
to the power spectrum are given by

F (z) = �AIAC1⌃crit
⇥m

D+(z)

�
1 + z
1 + z0

⇥⇤ � L̄
L0

⇥�

. (8)

Here AIA is a free dimensionless amplitude parameter that
multiplies the fixed normalisation constant C1 = 5 ⇥
10�14 h�2M�1

⇤ Mpc3, ⌃crit is the critical density at z = 0,
and D+(z) is the linear growth factor normalised to unity
today. The free parameters ⇥ and � allow for a redshift and
luminosity dependence in the model around arbitrary pivot
values z0 and L0, and L̄ is the weighted average luminosity
of the source sample. The II and GI contributions to the
observed two-point correlation function in Eq. 6 are related
to the II and GI power spectra as

⌅ij± (⇤)II,GI =
1

2⇧

⇧
d◆ ◆Cij

II,GI(◆) J0,4(◆⇤) , (9)

with

Cij
II (◆) =

⇧
d⌥

ni(⌥)nj(⌥)
[fK(⌥)]2

PII

�
◆

fK(⌥)
,⌥

⇥
, (10)

Cij
GI(◆) =

⇧
d⌥

qi(⌥)nj(⌥) + ni(⌥)qj(⌥)
[fK(⌥)]2

PGI

�
◆

fK(⌥)
,⌥

⇥
,

(11)

where the projection takes into account the e⇤ective number
of galaxies in redshift bin i, ni(⌥), and, in the case of GI
correlations, the lensing e⌃ciency qi(⌥) (see Eq. 5).

Late-type galaxies make up the majority of the KiDS-
450 source sample, and no significant detection of intrin-
sic alignments for this type of galaxy exists. A luminos-
ity dependent alignment signal has, however, been mea-
sured in massive early-type galaxies with � ⇧ 1.2 ± 0.3,
with no evidence for redshift dependence (Joachimi et al.
2011; Singh et al. 2015). Joudaki et al. (2016) present cos-
mological constraints from CFHTLenS, which has similar
statistical power as KiDS-450, using a range of priors for
the model parameters AIA, ⇥, and � from Eq. 8 (see also
DES2015 who allow AIA and ⇥ to vary, keeping � = 0).
Using the Deviance Information Criterion (DIC; see Sec-
tion 7) to quantify the relative performance of di⇤erent
models, they find that a flexible two-parameter (AIA,�) or
three-parameter (AIA,�, ⇥) intrinsic alignment model, with
or without informative priors, is disfavoured by the data,
implying that the CFHTLenS data are insensitive to any
redshift- or luminosity-dependence in the intrinsic alignment
signal. In this analysis we therefore fix ⇥ = 0 and � = 0 for
our mixed population of early and late-type galaxies, and
set a non-informative prior on the amplitude of the signal
AIA, allowing it to vary between �6 < AIA < 6.

4.3 Modelling the matter power spectrum
including baryon physics

Cosmological parameter constraints are derived from the
comparison of the measured shear correlation function with
theoretical models for the cosmic shear and intrinsic align-
ment contributions (Eq. 6). One drawback to working with
the ⌅± real-space statistic is that the theoretical models in-
tegrate the matter power spectrum P⇥ over a wide range of
k-scales (see for example Eq. 4). As such we require an ac-
curate model for the matter power spectrum that retains its
accuracy well into the non-linear regime.

The non-linear dark matter power spectrum model of
Takahashi et al. (2012) revised the ‘halofit’ formalism of
Smith et al. (2003). The free parameters in the fit were con-
strained using a suite of N-body simulations spanning 16
di⇤erent �CDM cosmological models. This model has been
shown to be accurate to ⌅ 5% down to k = 10hMpc�1

when compared to the wide range of N-body cosmologi-
cal simulations from the ‘Coyote Universe’ (Heitmann et al.
2014). Where this model lacks flexibility, however, is when
we consider the impact that baryon physics could have on
the small-scale clustering of matter (van Daalen et al. 2011).

In Semboloni et al. (2011), matter power spectra from
the ‘Overwhelmingly Large’ (OWLS) cosmological hydrody-
namical simulations were used to quantify the biases intro-
duced in cosmic shear analyses that neglect baryon feedback.
The impact ranged from being insignificant to significant,
where the most extreme case modelled the baryon feedback
with a strong AGN component. For the smallest angular
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Figure 2. Comparison of the normalised redshift distributions for the four tomographic bins as estimated from the weighted direct
calibration (DIR, blue with errors), the calibration with cross-correlations (CC, red with errors), the re-calibrated stacked Precal(z)
(BOR, purple with errors that are barely visible), and the original stacked P (z) from bpz (green). The gray-shaded regions indicate the
target redshift range selected by cuts on the Bayesian photo-z zB.

ative values that would lead to unphysical negative ampli-
tudes in the n(z). Nevertheless, it is important to allow
for these negative values in the estimation of the cross-
correlation functions so as not to introduce any bias. Such
negative amplitudes can for example be caused by local over-
or underdensities in the spec-z catalogue as explained by
Rahman et al. (2015). Only after the full redshift recovery
process do we re-bin the distributions with a coarser redshift
resolution to attain positive values for n(z) throughout.

The redshift distributions from this method, based on
the combination of the DEEP2 and zCOSMOS results, are
displayed in Fig. 2 (red line with confidence regions). Note
that the uncertainties on the redshift distributions from the
cross-correlation technique are larger than the uncertainties
on the weighted direct calibration, owing to the relatively
small area of sky covered by the spec-z catalogues. As will
be shown in Section 6, propagating the n(z) and associated
errors from the CC method into the cosmological analysis
yields cosmological parameters that are consistent with the
ones that are obtained when using the DIR redshift distribu-
tions, despite some di�erences in the details of the redshift
distributions.

3.4 Re-calibration of the photometric P(z ) (BOR)

Many photo-z codes estimate a full redshift likelihood, L(z),
for each galaxy or a posterior probability distribution, P (z),
in case of a Bayesian code like bpz. Bordoloi et al. (2010)
suggested to use a representative spectroscopic training sam-
ple and analyse the properties of the photometric redshift
likelihoods of those galaxies.

For each spectroscopic training object the photometric
P (z) is integrated from zero to zspec yielding the cumulative
quantity:

P�(zspec) =

� zspec

0

P (z�) dz� . (1)

If the P (z) are a fair representation of the underlying prob-
ability density, the P� for the full training sample should be
uniformly distributed between zero and one. If this distribu-
tion N(P�) is not flat, its shape can be used to re-calibrate
the original P (z) as explained in Bordoloi et al. (2010).

One requirement for this approach to work is that the
training sample is completely representative of the photo-
metric sample to be calibrated. Since this is not the case for
KiDS-450 we employ this re-calibration technique in combi-
nation with the re-weighting procedure in magnitude space

MNRAS 000, 1–48 (2016)

最近の結果ーKidS-450

37



最近の結果ーKidS-450

16 Hildebrandt, Viola, Heymans, Joudaki, Kuijken & the KiDS collaboration

Figure 5. Tomographic measurements of ⇠+ (upper-left panels) and ⇠� (lower-right panels) from the full KiDS-450 dataset. The
errors shown here correspond to the diagonal of the analytical covariance matrix (Section 5.3). The theoretical model using the best-fit
cosmological parameters from Table F1 is shown (solid) which is composed of a cosmic shear term (GG, dotted), and two intrinsic
alignment terms (GI, dot-dashed, and II, dashed).

add in any prior information through h. This is necessary as
non-CMB analyses usually report constraints in terms of h
instead of ✓MC.

For our top-hat prior on ⌦bh2 we use big bang nucle-
osynthesis constraints from Olive et al. (2014), again adopt-
ing a conservative width ±5� such that 0.019 < ⌦bh2 <
0.026. Our other prior choices are broad.

The best-fit e↵ective �2 is defined as �2
e↵(✓̂) =

�2 lnLmax, where ✓̂ is the vector of the model parameters

that yields the maximum likelihood Lmax. For purposes of
model selection, we use the Deviance Information Criterion
(DIC; Spiegelhalter et al. 2002, also see Joudaki et al. 2016
for further details):

DIC ⌘ �2
e↵(✓̂) + 2pD , (13)

where pD = �2
e↵(✓) � �2

e↵(✓̂) is the Bayesian complexity,

which acts to penalise more complex models. �2
e↵(✓) repre-

sents �2 averaged over the posterior distribution. The di↵er-
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Table 4. Setups for the di↵erent MCMC runs. The first column gives a short descriptive name to the setup and the second and third
column refer the reader to the section and figure in which the setup is discussed. Columns 4–6 indicate which astrophysical systematics
are marginalised over in each run. Column 7 and column 8 report the choices for the redshift distribution and the covariance matrix,
respectively. Column 8, 9, and 10 indicate whether the equation-of-state parameter w is varied, the KiDS results are combined with
Planck (TT + lowP), and 2 ⇥ ⇠B is subtracted from ⇠+. The last column gives the angular scales used for ⇠+. For ⇠� we use scales of
4.2–300 arcmin for all setups.

Setup Sect. Fig. baryons IA photo-z n(z) covariance w comb. w. B mode scales
error Planck subtr. ⇠+

KiDS-450 6.2 6
p p p

DIR analytical – – – 0.05 – 720

DIR 6.3 7 –
p p

DIR analytical – – – 0.05 – 720

CC 6.3 7 –
p p

CC analytical – – – 0.05 – 720

BOR 6.3 7 –
p

– BOR analytical – – – 0.05 – 720

BPZ 6.3 7 –
p

– BPZ analytical – – – 0.05 – 720

no systematics 6.4 – – – – DIR analytical – – – 0.05 – 720

N -body 6.4 – – – – DIR N -body – – – 0.05 – 720

DIR no error 6.5 8 –
p

– DIR analytical – – – 0.05 – 720

B mode 6.5 8 –
p

– DIR analytical – –
p

0.05 – 720

⇠+ large-scale 6.5 8 –
p

– DIR analytical – – – 4.02 – 720

wCDM 6.7 9
p p p

DIR analytical
p

– – 0.05 – 720

+Planck 7 –
p p p

DIR analytical –
p

– 0.05 – 720

0.16 0.24 0.32 0.40

�m

0.6

0.8

1.0

1.2

�
8

KiDS-450

CFHTLenS (MID J16)

WMAP9+ACT+SPT

Planck15

Figure 6. Marginalized posterior contours (inner 68% CL, outer 95% CL) in the ⌦m-�8 plane (left) and ⌦m-S8 plane (right) from the
present work (green), CFHTLenS (grey), pre-Planck CMB measurements (blue), and Planck 2015 (orange). Note that the horizontal
extent of the confidence contours of the lensing measurements is sensitive to the choice of the prior on the scalar spectrum amplitude As.
The CFHTLenS results are based on a more informative prior on As artificially shortening the contour along the degeneracy direction.

pact on the overall result, and since for a sensitivity test
we are more interested in parameter changes than in actual
values, we revert to a dark-matter only power spectrum in
this comparison. This choice also enables us to switch from
HMcode to the faster Takahashi et al. (2012) model for the
non-linear power spectrum.

For each of the three calibration methods (DIR, CC,
BOR) we estimate statistical errors from a bootstrap re-
sampling of the spectroscopic calibration sample (see Sec-
tion 6.2 for details of the implementation). Including those
uncertainties will broaden the contours. As can be seen in
Fig. 2 these bootstrap errors are very small for the BOR
method. This is due to the fact that a lot of information
in that technique is based on the photometric P (z) and the
re-calibration is more stable under bootstrap re-sampling of
the spectroscopic calibration sample than for the other two
methods. Hence to further speed up the MCMC runs we ne-
glect the BOR errors in the following with no visible impact
on the results. The uncertainties on the DIR method – while

larger than the BOR errors – are also negligible compared
to the shot noise in the shear correlation function (see Ap-
pendix C2). We nevertheless include these errors here (as
before) since DIR is our primary calibration method. The
statistical errors on the CC method are larger than for the
two other methods, owing to the as yet small area covered by
the spectroscopic surveys that we can cross-correlate with.
More importantly, we estimate that the limited available
area also gives rise to a larger systematic uncertainty on the
CC method compared to the DIR technique. All major re-
quirements for the DIR technique are met in this analysis
whereas the CC method will only realise its full potential
when larger deep spec-z surveys become available.

The resulting confidence contours in the ⌦m-�8 plane
for the four cases are shown in Fig. 7. All four cases give
fully consistent results although there are some shifts in
the contours with respect to each other. However, with
��2

e↵ ' �10, we find that the DIR and CC methods provide
a better fit to the data as compared to the BPZ and BOR

MNRAS 000, 1–49 (2016)
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Figure 8. Marginalized posterior contours (inner 68% CL, outer
95% CL) in the ⌦m-�8 plane, examining the impact of di↵erent
ways of handling the B modes. Shown are the primary constraints
in the ⌦m-�8 plane but neglecting baryon feedback and photo-z
errors (red), an analysis that subtracts 2⇥ ⇠B from ⇠+ (B mode;
blue), and an analysis that only uses large scales in ⇠+ (grey).

worse �2 (for details see Appendix F and in particular Ta-
ble F1). Since the n(z) for these two di↵erent cases di↵er
significantly in the first tomographic bin where the rela-
tive influence of intrinsic alignments is greatest, we conclude
that the bpz distributions are particularly biased in this bin
which is properly calibrated by our now favoured DIR ap-
proach from Section 3.2. The inclusion of the IA parameter
gives �DIC = �2.7, such that it is slightly preferred by the
data.

The KiDS-450 data do not strongly constrain the
baryon feedback amplitude B, reflecting that this astrophys-
ical e↵ect is relatively unimportant for our study. Only fu-
ture cosmic shear surveys with higher signal-to-noise mea-
surements and finer binning in angle and redshift or cross-
correlations between lensing and baryonic probes will allow
B to be constrained to reasonable levels. Moreover, the in-
clusion of baryon feedback only improves the DIC by 1.0,
such that it is neither favoured nor disfavoured by the data.

6.7 wCDM cosmology

While a comprehensive analysis of KiDS-450 constraints on
extensions to the standard model of cosmology is beyond the
scope of this paper, we include one test of the e↵ect of al-
lowing the equation of state parameter w of the dark energy
to vary. Unlike the other systematics tests described above,
we allow all astrophysical parameters to vary for this test.
These constraints and their dependence on ⌦m are shown in
Fig. 9 in comparison to the Planck results.

We find that the cosmic shear result of KiDS-450 by it-
self is not able to yield constraints on w as evidenced by the
extended contours in Fig. 9. Within these large uncertainties
on w there is no discrepancy with previous measurements,
and no indication for a deviation from a cosmological con-
stant.

0.4 0.6 0.8 1.0

�8(�m/0.3)0.5

�2.0

�1.5

�1.0

�0.5

w

KiDS-450 wCDM

Planck15

Figure 9. Marginalized posterior contours (inner 68% CL, outer
95% CL) in the S8-w plane from KiDS-450 (green) and Planck
2015 (pink).

6.8 Comparison of S8 values

In Fig. 10 we compare the constraints on S8 for the di↵erent
setups listed in Table 4 with our primary result, and also
compare to measurements from the literature.

We find that the di↵erent setups yield results consistent
with the primary analysis. Neglecting all systematic uncer-
tainties shifts the S8 value by one standard deviation and
shrinks the error bars by 30%. The impact of the joint in-
clusion of the systematic uncertainties on the central value
of S8 is small because the separate shifts partially cancel
each other. The small, subdominant e↵ect of baryon feed-
back can be seen by comparing the ‘KiDS-450’ setup to
the ‘DIR (no baryons)’ setup. If additionally the photo-z
errors on the weighted direct calibration are ignored, the
constraints labeled ‘DIR-no-error’ are obtained. Comparing
those two models hence gives an indication of the importance
of the statistical error of the photo-z calibration for the total
error budget. Since the S8 errors for those two cases are al-
most identical this confirms what was already found above,
namely that statistical photo-z errors are subdominant in
the KiDS-450 analysis.

Switching from the weighted direct calibration to the
alternative n(z) estimates yields consistency with the pri-
mary results, in agreement with the findings of Section 6.3.
Extending the model by allowing for a free equation-of-state
parameter w increases the error on S8 by about a factor of
two. The central value is still fully consistent with the pri-
mary setup. The two di↵erent schemes for correcting for the
B modes are consistent with the ‘no baryons, no photo-z
err.’ case, as already seen in Section 6.5.

Comparing the KiDS-450 constraints to external
datasets we find consistency with the re-analysis of
CFHTLenS by Joudaki et al. (2016) and pre-Planck CMB
constraints by Calabrese et al. (2013). The DES-SV tomo-
graphic cosmic shear constraints (The Dark Energy Survey
Collaboration 2015) and the WMAP nine-year results (Hin-
shaw et al. 2013) have wider error bars that are also con-
sistent with KiDS-450, but tend towards higher S8 values.
A mild discrepancy of ⇠ 1.5� is found with the most recent
cosmic shear results from the Deep Lens Survey (Jee et al.
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Figure F1. Posterior distributions of the primary model parameters and their correlation. Parameter definitions and priors are listed
in Table 3.

Table F1. Mean and 68% confidence intervals on the primary model parameters. Note that the parameters ⌦bh
2, ✓MC, ns and B are

heavily constrained by the priors rather than by the KiDS-450 data.

⌦bh
2[10�2] ⌦ch2 100✓MC ln(1010As) ns AIA B

KiDS-450 2.23+0.37
�0.33 0.116+0.029

�0.056 1.0472+0.0603
�0.0456 3.09+0.57

�1.21 1.09+0.20
�0.06 1.10+0.68

�0.54 2.88+0.30
�0.88

DIR 2.23+0.37
�0.33 0.119+0.031

�0.061 1.0504+0.0642
�0.0459 3.08+0.51

�1.26 1.02+0.12
�0.14 1.14+0.65

�0.55 -

CC 2.24+0.36
�0.34 0.143+0.047

�0.060 1.0711+0.0645
�0.0362 2.84+0.32

�1.14 1.05+0.16
�0.13 0.80+1.02

�0.96 -

BOR 2.22+0.11
�0.32 0.097+0.018

�0.052 1.0248+0.0534
�0.0622 3.44+1.21

�0.80 1.03+0.12
�0.12 �0.92+0.99

�0.71 -

BPZ 2.22+0.38
�0.32 0.099+0.017

�0.054 1.0250+0.0538
�0.0674 3.49+1.51

�0.48 1.04+0.13
�0.13 �1.10+0.96

�0.70 -

DIR-no-error 2.23+0.37
�0.33 0.120+0.031

�0.064 1.0495+0.0661
�0.0513 3.10+0.44

�1.40 1.02+0.13
�0.13 1.20+0.62

�0.52 -

B mode 2.23+0.37
�0.33 0.101+0.020

�0.055 1.0251+0.0568
�0.0638 3.43+1.57

�1.73 0.97+0.12
�0.14 1.11+0.67

�0.55 -

⇠+ large scales 2.24+0.36
�0.34 0.132+0.050

�0.052 1.0616+0.0666
�0.0355 2.79+0.28

�1.09 0.96+0.12
�0.16 1.07+0.79

�0.59 -

no systematics 2.22+0.38
�0.32 0.106+0.022

�0.058 1.0341+0.0610
�0.0614 3.32+1.68

�1.62 1.00+0.12
�0.12 - -
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•S16A wide --- 170 deg2

•ng=16(22)/arcmin2 for i<24.5(i<25)
•shape = HSM_regauss (Hirata & Seljak 2003, Mandelbaum et al 2005 )

•shape measurementのcalibrationは現在進行中
•結果はshape catalog 論文にて公表

•5 photo-z available (明日の田中さんの講義)

•データアクセスは明日の実習

最近の結果ーHSC survey
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HSC catalogでのlensing shape情報
•“ixxx” = i-band imageより計測された
•“shape_hsm_regauss” = Hirata, Seljak, Mandelbaumによって開発された
regauss法で計測された量
•ishape_hsm_regauss_e1 = PSF補正後の”e1”

•ishape_hsm_regauss_e2 = PSF補正後の”e2”

•ishape_hsm_regauss_sigma = eの統計誤差／各成分
•ishape_hsm_regauss_resolution = 銀河のサイズを表すパラメーター
　　　　　　　　　　　　　　　1-trace(Q_PSF)/trace(Q_object)

•“shape_sdss” = SDSSで用いられていたadopted momentで定義された量
•ishape_sdss_i11 = sdss adopted momentの11成分
•ishape_sdss_psf_i11 = objectの位置でのPSFのsdss 
adopted momentの11成分
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HSC catalogでのlensing shape情報
注１）shapeの”e”はsky座標（RA,Dec）で定義されているので
object間の離角や、eを(tangent,cross)成分へ変換するさいの角度は球面
３角法を用いる

2204 M. Kilbinger et al.

Figure 1. The redshift distribution p(zp) histogram, estimated as the sum of
PDFs for 0.2 < zp < 1.3 (thick red curve). For comparison, the histogram of
the best-fitting photo-zs is shown as thin blue curve. Error bars correspond
to the variance between the four Wide patches.

Figure 2. Angles and coordinates on a sphere for two galaxies i = 1, 2
located at (αi, δi). Great circle segments are drawn as bold lines.

(i = 1, 2 along the α and δ direction, respectively) if both open-
ing angles ωi ≡ di/ϑ are smaller than a threshold angle ωth, the
tree is not followed further down by descending into sub-branches.
Instead, the weighted average shear in each branch is used for the
2PCF estimator (equation 4). We found that a value of ωth = 0.03
gives sufficient accuracy compared to the brute-force approach.

We use distances and angles on the sphere to calculate the shear
correlation functions, see Fig. 2. For two galaxies i = 1, 2 at right
ascension and declination (αi, δi), we calculate the great-circle dis-
tance ϑ with

cos ϑ = cos(α2 − α1) cos δ1 cos δ2 + sin δ1 sin δ2. (9)

Each galaxy’s ellipticity is measured in a local Cartesian coordinate
system with the x-axis going along the line of constant declination
and the y-axis pointing to the North pole. We project this ellipticity
to the tangential and radial component with respect to the connecting
great circle. For that, we calculate the angle β i between the great
circle segments ϑ and αi. Then, the projection or so-called course

angles are φi = π/2 − β i. With the sine and cosine rules on the
sphere, we get

cos φ1 = sin(α2 − α1) cos δ2

sin ϑ
;

sin φ1 = cos δ2 sin δ1 − sin δ2 cos δ1 cos(α2 − α1)
sin ϑ

, (10)

and corresponding expressions for φ2 by exchanging indices.
To estimate the smoothed second-order quantities, we compute

the 2PCFs on 10 000 linear angular bins. This is large enough not to
cause a significant E-/B-mode leakage due to the approximation of
the integrals over the correlation functions by the direct sum (equa-
tion 6). We verified this using CFHTLenS numerical simulations
with no B mode (see the next section; see also Becker 2012). We
choose the smallest angular distance between two galaxies to be
9 arcsec, corresponding to the first bin centre to be 10.4 arcsec. We
calculate the 2PCFs (equation 4) as the weighted mean over the four
Wide patches, using the number of galaxy pairs as weight for each
bin.

3.3 Data covariance

To model and interpret the observed second-order shear functions,
we need to estimate the data covariance and its inverse. The cosmic
shear covariance C is composed of the shot-noise D, which only
appears on the diagonal, a cosmic-variance contribution V, and a
mixed termM (Schneider et al. 2002b). The covariance of the 2PCFs
comprises four block matrices. The diagonal consists of C++ and
C−− which are the auto-correlation covariance matrices of ξ+ and
ξ−, respectively. The off-diagonal blocks are C+− and C−+ = Ct

+−
which denote the cross-correlation covariance between ξ+ and ξ−.

Since the cosmic shear field is non-Gaussian on small and
medium angular scales, the cosmic variance involves four-point
functions. Neglecting those can yield overly optimistic cosmolog-
ical constraints (Semboloni et al. 2007, hereafter S07; Takada &
Jain 2009; Hilbert, Hartlap & Schneider 2011).

To account for non-Gaussianity, we use N-body simulations from
Harnois-Déraps, Vafaei & Van Waerbeke (2012). From these sim-
ulations, a ‘Clone’ of the CFHTLenS data has been produced with
the same galaxy redshift distribution, galaxy clustering, masks and
noise properties. The cosmological lensing signal is added using
ray-tracing through the light cones. The Clone cosmology is a flat
(cold dark matter ((CDM) model with )m = 0.279, )b = 0.046,
ns = 0.96, σ 8 = 0.817 and h = 0.701. The lensing signal for each
galaxy is constructed by ray-shooting through the simulated dark-
matter distribution. Each simulated line of sight spans a field of
view of 3.5 × 3.5 deg2. We fit close to 4 × 4 MegaCam pointings
on each line of sight, which is possible because of overlapping ar-
eas between pointings. A total of 184 independent lines of sight
are used to calculate the field-to-field covariance matrix. The fi-
nal matrix is scaled with the ratio of the effective areas (including
masks) of 0.11 which corresponds to 90 per cent of the area of 16
MegaCam pointing that fit into each line of sight, divided by 129
MegaCam pointings used in this analysis. We average over three dif-
ferent samples of the galaxy redshift probability distribution, where
galaxy redshifts were drawn from the corresponding PDF.

As shown in the upper panel of Fig. 3, the Gaussian prediction for
the cosmic variance (Kilbinger & Schneider 2004) for ξ+ provides
a good match to the Clone covariance on intermediate scales, 10 ar-
cmin ! ϑ ! 30 arcmin. On larger scales, up to ϑ < 200 arcmin,
the numerical simulations underpredict the power due to the finite
box size (e.g. Power & Knebe 2006). Only the last two data points
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＊Kilbinger et al (2013)のspherical 

trigonometryの解説での座標系
の定義はHealpixとは違います。
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HSC catalogでのlensing shape情報
注２）hsm_regaussの場合のweightはinverse variance weightを採用して

注３） e ! g ⇠ �

�̃1 =
ishape hsm regauss e1

2(1� �2
e)

' ishape hsm regauss e1

2(1� 0.3652)

�̃2 =
ishape hsm regauss e2

2(1� �2
e)

' ishape hsm regauss e2

2(1� 0.3652)

w =
1

�2
e + e2stat

=
1

0.3652 + ishape hsm regauss sigma2
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HSC catalogでのlensing shape情報

注４）HSC weak lensing working groupで推奨されている選択条件

icmodel_flux/icmodel_flux_err > 10

ishape_hsm_regauss_resolution > 0.3 

ishape_hsm_regauss_e1^2 +ishape_hsm_regauss_e2^2 < 4 

ishape_hsm_regauss_sigma < 0.4

icmodel_mag < 24.5
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